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ABSTRACT: 

 

Loops are the primary source of parallelism in parallel processing. Two itera-
tions in a loop are flow dependent if the results computed at one iteration are used by the other.
Otherwise, they are independent. Independent iterations in loops can be scheduled in any orders
or partitioned to any processors without explicit synchronizations. For dependent iterations,
they are partitioned into sets (one or many) such that iterations in different sets are independent
(e.g., the minimum distance method). These sets can be executed in parallel without explicit
synchronizations. The degree of parallelism is the number of sets. This paper presents a new
approach which can significantly increase the parallelism by adding appropriate synchroniza-
tions. The implementation feasibility and performance benefits of this approach are demon-
strated on the CRAY MPP which has very fast synchronization mechanisms.

 

1  Introduction

 

Loops provide the most fruitful source of parallelism for
parallel processing systems. So, it is well recognized that one of
the most crucial problems for parallel execution of programs on
multiprocessor systems is to partition loops into independent
groups so as to exploit parallelism within loops [2-6], [8-14].
Since synchronization overhead among processors will deterio-
rate the performance, many researches are focused on the devel-
opment of techniques for partitioning nested loops so that when
the loops are executed no synchronization among processors is
incurred [3], [8], [12]. Minimum distance method is a typical
example. It partitions loops into totally independent sets of
computations. Each set of computations is then assigned to a
processor. All the sets can be executed in parallel without
explicit synchronization. 

However, in practical implementation on distributed
memory multiprocessor systems, no synchronization among
processors does not imply no data communication among
processors. If the computations that can be executed in parallel
are not aggregated in a regular region of fixed size and shape,
then it is very difficult to partition the data so that there is no
data communication among processors. Mostly, data distribu-
tion can be done only in block or cyclic manner [7]. So, for an

arbitrary independent set of computations that are executed in a
particular processor, it is very difficult to distribute all the corre-
sponding data to the same processor so that there is no need to
access data located in other processors. In other words, although
all the computations are partitioned into independent sets, in prac-
tice, there will exist data communications among processors.

Observing the above facts, in this paper, we pay our atten-
tions to another important factor which can enhance perfor-
mance— exploiting more parallelism. We add barrier
synchronizations into loops to increase the degree of paral-
lelism. Barrier synchronizations are very efficient in the distrib-
uted memory multiprocessor systems that have hardware
support for them. For example, Cray T3D MPP has such a
mechanism [1]. We propose an method to aggregate as many
independent computations as possible into a block for maxi-
mizing parallelism. At first, 

 

all

 

 the computations that are inde-
pendent when the loops just begin their execution are identified.
They are called initially independent computations. We show
that 

 

all

 

 the initially independent computations can be aggre-
gated into rectangular blocks. So, based on them, the original
loops can be partitioned into rectangular blocks to maximize
parallelism. The corresponding computations of a block is
assigned to different processors for parallel execution. A barrier
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synchronization is added in the end of each block, and all blocks
are executed sequentially. 

In the proposed method, since each partitioned region is
block-shaped, the parallel code generation is straightforward and
easy. And, it is very likely that when the loops are partitioned
into blocks, there is better chance to distribute data into proces-
sors so that data communication among different processors is
minimized. (Mostly, data distribution can be done only in block
or cyclic manner.) Some experiments are conducted on CRAY
T3D MPP. As will be discussed in Section Four, it demonstrates
the implementation feasibility and performance benefits of our
proposed method.

 

2 Partitioning Dependent Loops

 

2.1 Basic terminology

 

The program model considered in this paper is the loops with
uniform inter-iteration dependences [2-6, 8-14]. That is, the
dependence pattern is the same for each iteration of loops. Such
loops are called uniform dependence loops. Like most other
related work, a loop iteration is considered as the basic sched-
uling unit. A loop nest with 

 

n

 

 levels forms an 

 

n

 

-dimensional iter-

ation space, which is a subspace of 

 

Z

 

n

 

 bounded by the loop
bounds. This space is composed of points each of which repre-
sents an iteration of the nested loops. Each point in the iteration

space is identified by the index vector (

 

p

 

1

 

, 

 

p

 

2

 

, 

 

⋅⋅⋅

 

, 

 

p

 

n

 

)

 

T

 

 if its corre-

sponding loop iteration is of loop index (

 

p

 

1

 

, 

 

p

 

2

 

, 

 

⋅⋅⋅

 

, 

 

p

 

n

 

). 

 

Definition 

 

1. 

 

Uniform dependence loop nests

 

: A uniform
dependence loop nest 

 

L

 

n

 

(

 

V

 

,

 

 D

 

) is perfectly nested loops of depth

 

n

 

 where

1.

 

V

 

 is the set of indexed points each of which represents one
loop iteration and is called a 

 

computation

 

;

2.

 

D

 

 is the dependence matrix in which each column is a depen-
dence vector [32] that describes the inter-iteration depen-
dence of the loops;

3. all the components of the dependence vectors are constants;

4.

 

∀

 

 

 

v

 

∈

 

V

 

, 

 

v

 

 

 

takes one unit of time to execute; and

5.

 

∀

 

 

 

v

 

∈

 

V

 

, 

 

v

 

 depends on {

 

w

 

| 

 

w

 

∈

 

V

 

, 

 

v

 

-

 

w

 

 

 

is a dependence vector in

 

D

 

}

Without loss of generality, we assume that the loop nest has
been normalized. That is, for each loop level 

 

i

 

, 1

 

≤

 

i

 

≤

 

n

 

, the lower
bound of loop index is 0 and the loop index increment is 1.

 

2.2 Minimum Distance Method

 

The minimum distance method [3, 8] partitions the iteration
space of a loop nest 

 

L

 

 into independent sets of computations. Let
these sets are 

 

P

 

i

 

, 1

 

≤

 

i

 

≤

 

k

 

, 

 

k

 

∈

 

N

 

. The basic idea behind this method

is that 

 

∀

 

 

 

p

 

∈

 

P

 

i

 

, 

 

p

 

 must be a linear combination of the dependence
vectors of 

 

L

 

 from an initial origin-point 

 

p

 

0

 

∈

 

P

 

i

 

. That is, with
matrix notation, it can be obtained as

 

P

 

i

 

=

 

P

 

i

 

,0

 

+

 

A

 

×

 

D

 

,

where 

 

A

 

 is an integer matrix and 

 

D

 

 is the dependence matrix. To
generate the parallel codes that correspond to the partitioned
loops, the dependence matrix 

 

D

 

 is transformed into an upper

triangular matrix 

 

D

 

s

 

 so that the “shifting” distance in each
dimension can be easily derived. However, the transformation

from 

 

D

 

 to 

 

D

 

s

 

 is formulated as a NP problem.  D’Hollander [3]
improves it by using a direct and inexpensive partitioning algo-
rithm based on unimodular transformations and overrides the
drawbacks of it when the dependence vectors are not linearly
independent. 

Although it is shown that the minimum-distance method can
generate the maximal number of independent sets in the
unbounded iteration space, the independent computations are
not aggregated into regular regions of fixed size and shape. So,
the transformed parallel codes cannot be efficiently executed
due to data distribution and processor load balance problems. As
discussed in the previous section, for an arbitrary set of compu-
tations, it is very difficult to partition the corresponding data into
the same processor. Thus, although, theoretically, minimum
distance method can partition loops into independent sets, in
practice, data communications among processors are necessary.

Many researches have shown that the above problems can be
relieved by partitioning loops into blocks (tiles) [2, 6, 10, 11,
14]. Tiles become natural units for scheduling parallel tasks. The
compiler can easily generate parallel codes for tiles so that
processors are load balanced when executing the codes. More-
over, most the existing parallelizing compilers support block or
cyclic (block size is one) data distribution [7]. So, in addition to
parallelism exploitation, partitioning loops into blocks is also a
very important optimization issue for efficiently executing
programs in distributed memory parallel systems. In this paper,
we will partition loops into rectangular blocks while maximizing
parallelism.

 

3 The Proposed method

 

3.1 Some definitions

 

Intuitively, to exploit the optimal (maximal) parallelism
within a loop nest is to identify 

 

all

 

 the computations that can be
executed in the first time unit, and then 

 

all 

 

those can be executed
in the second time unit, ..., and so on. So, identifying all the inde-
pendent computations at the first time unit provides a good start
point for exploiting maximal parallelism.

 

Definition 2. Initially independent computations

 

,

 

 initially
independent computation sets

 

: A computation is 

 

initially inde-
pendent

 

 iff all its real dependences are satisfied when the loops
just begin their execution. An 

 

initially independent computation
set 

 

(IICS)

 

 

 

is an independent computation set in which every
computation is initially independent. 

An initially independent computation set is 

 

maximal

 

 iff it
aggregates 

 

all

 

 the initially independent computations.

 

Definition 

 

3

 

. Boundary block computation sets

 

: A 

 

boundary
block computation set

 

 

 

R

 

=[

 

r

 

1

 

, 

 

r

 

2

 

, 

 

⋅⋅⋅

 

, 

 

r

 

n

 

] of a loop nest 

 

L

 

n

 

 is a set
of computations where (1

 

≤

 

i

 

≤

 

n

 

)
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(a) 

 

r

 

i

 

∈

 

Z

 

∪

 

{

 

∞

 

}; (

 

∞

 

 denotes the unknown loop upper bound.)

(b) a computation (

 

p

 

1

 

, 

 

p

 

2

 

, 

 

⋅⋅⋅

 

, 

 

p

 

n

 

)

 

T

 

 is in 

 

R

 

 iff it is 

 

initially indepen-

dent

 

 and meets the following conditions:
(1) if 

 

r

 

i

 

<0 then 

 

u

 

i+ri+1≤p
i
≤ui, (ui denotes the upper bound of

the ith loop)
(2) if ri>0 then 0≤p

i
≤ri-1,

(3) if ri=∞ then 0≤p
i
≤ui; and

(c) if ∃  ri=0, then R is an empty set;

Note that a boundary block computation set gathers initially
independent computations around the boundaries of the itera-
tion space and is a block-shaped IICS.

Example 3.1. The iteration space of a loop nest L2 is shown in
Fig. 1. Assume that R1 and R2 are boundary block computation
sets. They are denoted as [∞, 3] and [2, -3], respectively. And,
the computation sets corresponding to the regions S1 and S2 must
not be boundary block computation sets.

Figure 1: Boundary block computation sets.

Definition 4. Maximal boundary block computation sets: Let
expand(ri,1)=ri+1 if ri>0, and expand(ri,1)=ri-1 if ri<0. A
boundary block computation set R=[r1, r2, ⋅⋅⋅, rn] is maximal iff
∀  i, 1≤i≤n, [r1, ⋅⋅⋅, expand(ri, 1), ⋅⋅⋅, rn], which is a proper superset
of R, is not an IICS (i.e., it will include a computation that is not
initially independent). (Note that ∀  i, 1≤i≤n, ri≠0, since R is
empty if ri=0.)

In other words, Definition 4 says that R is the block-shaped
IICS that has been “expanded” as much as possible.

3.2 Formulation of the basic steps
Lemma 3.1. For the loop nest Ln(V, D) which has a depen-

dence vector di=(d1i, d2i, ⋅⋅⋅, dni)
T,

Rdi
=[d1i, ∞, ∞, ⋅⋅⋅]∪ [∞, d2i, ∞, ⋅⋅⋅]∪  ⋅⋅⋅∪ [∞, ∞, ⋅⋅⋅, dni]

is an initially independent computation set with respect to di.
([d1i, ∞, ∞, ⋅⋅⋅], ⋅⋅⋅, [∞, ∞, ⋅⋅⋅, dni] are boundary block computation
sets defined above.)

Lemma 3.2. A computation v of a loop nest Ln is an initially

independent computation with respect to the dependence vector
di iff v is in Rdi

.
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From Lemmas 3.1 and 3.2, it is clear that Rdi is the maximal

initially independent computation set of Ln with respect to the

dependence vector di.
Theorem 3.1. For a loop nest Ln with m dependence vectors

di, 1≤i≤m, 

R0 = Rdi

is the maximal initially independent computation set of Ln.
The following algorithm derives the maximal initially inde-

pendent computation set for a given loop nest.

 Procedure IICS
 Input: Ln with dependence matrix D=[d1, d2, ⋅⋅⋅, dm] (di=(d1i, d2i,

⋅⋅⋅, dni)
T, 1≤i≤m)

 Output: R0

 Begin
Rd1

= [d11, ∞, ∞, ⋅⋅⋅]∪ [∞, d21, ∞, ⋅⋅⋅]∪  ⋅⋅⋅∪ [∞, ∞, ⋅⋅⋅, dn1];

Rd2
= [d12, ∞, ∞, ⋅⋅⋅]∪ [∞, d22, ∞, ⋅⋅⋅]∪  ⋅⋅⋅∪ [∞, ∞, ⋅⋅⋅, dn2];

...
Rdm

= [d1m, ∞, ∞, ⋅⋅⋅]∪ [∞, d2m, ∞, ⋅⋅⋅]∪  ⋅⋅⋅∪ [∞, ∞, ⋅⋅⋅, dnm];

R0 = Rd1
 ∩ Rd2 ∩ ⋅⋅⋅ ∩ Rdm;

Return(R0);

 End.

Theorem 3.2. The output of Procedure IICS, R0, is the union
of all the maximal boundary block computation sets.

Now, we should show that R0 always contains a maximal
boundary block computation set with size greater than one if a
proper wavefront transformation is applied to the original loops.

Lemma 3.3. Any uniform dependence loop nest can be trans-
formed (by skewing) into a canonical form— fully permutable
loop nest. (A fully permutable loop nest is a loop nest whose
dependence vectors have no negative elements.)

Theorem 3.3. Consider a fully permutable loop nest Ln with m

dependence vectors di=(d1i, d2i, ⋅⋅⋅, dni)
T, 1≤i≤m. If a proper wave-

front transformation is applied to the original loop nest Ln, then
Rt=[  (d1i+d2i+ ⋅⋅⋅+dni), ∞, ∞, ⋅⋅⋅]⊂ R0, where R0 is the

maximal IICS derived from Procedure IICS.

3.3 An illustrative example
We want to exploit parallelism within loops by partitioning

them into blocks so that all the blocks are identical by translation
and each of them aggregates as many independent computations
as possible. To facilitate the presentation, we define the
following term.

Definition 5. Valid independent computation sets: For a loop
nest L, an independent computation set (ICS) R is valid iff L can
be partitioned into blocks so that each of them is disjunctive,
atomic and identical by translation to R [4]. We call this situation
“ tiling L with R.” Being disjunctive, each computation is
executed exactly only once; and, being atomic, no two blocks are

i

m

=
∩

1

i

m

=1max
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cyclically dependent on each other and therefore can be sched-
uled without violating dependences [8]. (R is said to be invalid
if it is not valid.)

For a loop nest, if it can be tiled with an ICS R, clearly, R must
be a subset of the maximal initially independent computation set
R0. From Theorem 3.2, we see that R0 is the union of all the
maximal boundary block computation sets. So, among them, we
can choose the maximal boundary block computation set that is
valid and has the largest size to tile the original loops for maxi-
mizing parallelism.

We describe how to tile the loops with a valid ICS by going
through the following example.

Example 3.2. Consider the nested loops L3(V, D) with V={( i,

j, k)T|0≤i, j, k≤∞} and D = . With Procedure IICS, R0

=([1, ∞, ∞]∪ [∞, −2, ∞]∪ [∞, ∞, 4])∩([2, ∞, ∞]∪ [∞, 4, ∞]∪ [∞,
∞, −1])∩([∞, 4, ∞]∪ [∞, ∞, 2]) = [1, 4, ∞]∪ [∞, 4, 4]∪ [2, ∞, 2].
We intend to tile the loops with a valid independent computation
set Rt. Since [1, 4, ∞], [∞, 4, 4] and [2, ∞, 2] are all the maximal
boundary block computation sets, Rt can be [1, 4, ∞], [∞, 4, 4] or
[2, ∞, 2]. Each case is discussed as follows:

1. Rt = [1, 4, ∞]: Let the loop nest be tiled with [1, 4, ∞]. As
shown in Fig. 2(a), this is to strip-mine dimensions 1 and 2
with strip lengths 1 and 4, respectively. (Dimension 3 is not
strip-mined.) After tiling the loops, since all blocks are iden-
tical by translation, each of them can be represented by an ar-
bitrary point within it (the so-called tile origin) [1]. Thus, the
tile origins define a lattice (see Fig. 2(b)). It is easy to see that,

in this lattice, the “new” dependence vectors are =(1, 0,

0)T, =(1, -1, 0)T, e2=(2, 1, 0)T, and e3=(0, 1, 0)T. In the sense

that tiling is a transformation of the original loops, we consid-

er , , e2, and e3 the transformed dependence vectors.

Since all the transformed dependence vectors are lexico-
graphically positive [13], such a tiling is valid.

We should explain the notation e that we are using: When the
original loops are tiled with Rt=[r1, r2, ⋅⋅⋅, rn], ei=(e1i, e2i, ⋅⋅⋅,
eni)

T represents the dependence vector in the lattice of tile or-
igins that corresponds to the original dependence vector

di=(d1i, d2i, ⋅⋅⋅, dni)
T (1≤i≤m, m is the number of dependence

vectors). For convenience, we may call ei the corresponding
block dependence vector of di.

2. (2) Rt = [∞, 4, 4]: Tiling the loops with [∞, 4, 4] is
strip-mining dimensions 2 and 3 both with strip length 4. (Di-
mension 1 is not strip-mined.) After tiling, the block depen-

dence vectors are =(0, -1, 1)T, =(0, 0, 1)T, =(0, 1,

-1)T, =(0, 1, 0)T and e3=(0, 1, 1)T. Since = - , two

1 2 0
2 4 4
4 1 2

−
−













e1
1

e1
2

e1
1 e1

2

e1
1 e1

2 e2
1

e2
2 e1

1 e2
1

blocks are cyclically dependent on each other. This is the
so-called dead-locked condition [3]. So, the loops cannot be
tiled with [∞, 4, 4]. In fact, such a tiling is invalid because not
all e’s are lexicographically positive. (Lexicographically pos-
itive dependence vectors will never cause dead-lock.)

3. (3) Rt = [2, ∞, 2]: As the same reasoning in (1), the loop nest
can be tiled with [2, ∞, 2]. 

Figure 2: Illustration of Examples 3.2

So, we have Rt = [1, 4, ∞] or Rt = [2, ∞, 2]. (They have the
same number of computations, 4×∞. ∞ denotes the unknown
loop upper bound). With Rt =[1, 4, ∞], the original loops can be
partitioned into the following parallel form. (On the other hand,
one may let Rt =[2, ∞, 2]. Since it has the same degree of paral-
lelism, we omit the discussion of it.)

Do 200 SI=0, U i -1

 Do 200 SJ=0, Uj /4  -1

  DoAll 100 I= SI,SI

   DoAll 100 J= SJ ×4, min(SJ ×4+3,U j )

    DoAll 100 K= 1, U k

Loop Body;

 100 Continue

Barrier();

 200 Continue

In contrast, with the minimum distance method, the “shifting
distance” in each dimension is 1, 4, and 13, respectively [3], [8].
Hence, the degree of parallelism is limited to 52. The original
loops are partitioned into the following parallel form. (Note that
to conform to the original papers, in the following loops, the
lower bound of every loop index is 1.)

DoAll 100 I0=1,1

 DoAll 100 J0=1,4

  DoAll 100 K0=1,13

   Do 100 I=I0, U i ,1

Y1=(I-I0)/1

Jmin=1+(J0-1-2*Y1) mod 4

    Do 100 J= Jmin, U j , 4
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Y2=(J-J0+2*Y1)/4

Kmin=1+(K0-1+4*Y1+2*Y2) mod 13

     Do 100 K=Kmin,U k,13

Loop Body;

 100 Continue

Obviously, in the above codes, there are index calculation
overheads. And, each independent set is not in a region of
regular shape and size. So, in practical implementation, it is very
difficult to optimize the data distribution among processors.  

4 Experimental Results

We conduct some experiments on CRAY T3D. The test loops
are modified from the example given in [8] whose dependence
matrix is the same as that of Example 3.2. As discussed in
Example 3.2, the loops are partitioned into blocks whose size is
4×∞ (∞ denotes the loop upper bound). That is, at most, the
loops can be executed in parallel on 4×∞ processors. However,
with minimum distance method, the “shifting distances” [8] in
the first, the second and the third dimensions are 1, 4, and 13,
respectively. That is, there are at most 52 processors that can
execute in parallel. So, the method proposed in this paper has
much more parallelism, but it requires a global synchronization
in each block of loops. Although the minimum distance method
produces complete independent sets of computations (no
synchronization is required), its parallelism is limited.

Table 1 shows the time results of some experiments on the
CRAY T3D. All time are shown in clocks, which is about 6.7
nsec. In Table 1, “Private” means that data is not shared among
processors, and “(:, :block(4), :block(1))” stands for the data
distribution pattern: the data array is not divided in the first
dimension, is divided with block size 4 in the second dimension,
and is cyclically divided in the third dimension.

From the results, we see that the proposed method can run
faster than minimum distance method when the processor
number is small (1, 2, 4, 8 and 16). This is due to the code
simplicity and low barrier overhead. As the number of proces-
sors increases, the barrier overhead increases, and so the
proposed method loses its advantage. However, with minimum
distance method, the degree of parallelism is limited (52 in this
example). That is to say, it cannot take advantage of massively
parallel processors, which have hundreds or thousands of
processors. In contrast, with the proposed method, the degree of
parallelism is 4×N (N is the loop bound), which is usually very
large. So, its execution time should be bounded by the size of the
machine as long as the barrier overhead is low and the problem
size is large enough. As shown in Table 1, the proposed method
runs faster again at 128 processors due the degree of parallelism.

5 Conclusions

For efficiently executing loops on distributed memory multi-
processor system, some existing methods partition loops into
totally independent sets of computations [3, 8, 12]. However, for
an arbitrary independent set of computations that are executed in

a particular processor, it is very difficult to distribute all the
corresponding data to the same processor so that there is no need
to access data located in other processors. So, although all the
computations are partitioned into independent sets, in practice,
there will exist data communications among processors.

In this paper, we focus to exploiting more parallelism, which
is also an important factor for enhancing performance. The
proposed method can increase parallelism within loops by
adding appropriate barrier synchronizations. The original loops
are partitioned into rectangular blocks. Each block aggregates as
many independent computations as possible for maximizing
parallelism. Since each partitioned region is block-shaped, the
parallel code generation is straightforward and easy. With the
proposed method, the degree of parallelism usually is a function
of loop bounds, and therefore can be very large. Thus, it can take
advantage of massively parallel processor systems, which have
hundreds or thousands of processors.  And, its execution time
should be only bounded by the size of the machine as long as the
barrier overhead is low and the problem size is large enough.
The experiments conducted on CRAY T3D MPP, which has
very fast barrier synchronization, shows the implementation
feasibility and performance benefits of our proposed approach.
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Table 1. Some experimental results on T3D

(II: the proposed method, MD: minimum distance method)
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