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ABSTRACT: We present a 2D-3D hydrocode for compressible fluid dynamics and wave physics
simulations. The software is composed Birate Elementagrangian engine, a multifluid eulerian
engine and a lagrangian-eulerian rezoner used to switch from one engine to the other. Computa-
tions performed with this software often involve several million cells. The coding was first opti-
mized for vector Cray computers. Parallel capabilities for clusters and MPP—rezoner and eulerian
engine—are available for several years. The technique used is portable, based on domain decom-
position method and PVM message passing. We focus here on the eulerian engine and its perfor-
mance on Cray YMP and T3D.

1 Generalities

In this paper, we won't deal with the lagrangian engine.

The software is implemented on different computers such as CRAY YMP, CRAY T3D, HP, SGI, IBM/RS6000 and SUN unde
UNIX. To avoid duplicated versions suitable for each computer architectures, each procedure is written only once, tfiersingieisdi
being treated with the CPP (C PreProcessor) (even for FORTRAN modules). It also permits choosing generation of a
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single or adouble precision version only by defin-
ing a symbol and without alteration of the source
code. This can be interesting on workstations us-
ing 32 bits numbers to deal with 64 bits numbers.

Elementary
tetrahedron

A mixed language programming strategy com-
posed of “ANSI-C”’to allocate and free the exact
amount of memory needed during execution and
“FORTRAN 77’ to benefit easy to read and fully
vectorized routines.

2 A Second-Order-Accurate hexahedron
Rezoner subdivided into

24 tetrahedrons

This rezoner makes the projection of thermody-
namic quantities from a non structured Lagran-
gian mesh (composed of 4 or 8 node cells possibly
degenerated) to a structured Eulerian grid in a
centered and in a non centered way. It operates on
a 2D structure (plane and axisymmetric cases) on . )
a 3D structure. Each 2D Lagrangian cell is di- — @ comtimuity between adjacent

vided into 4 triangular subcells. faces for nodal quantities, in and
between cells.

This method ensures :

- an exact measurement of volume
despite casual warped faces.

Cells geometry and parameter variations obey to
isoparametric finite elements rules:

x=2XN.x,, y=2N.y,, z =2N,.z
Elementary
triangle u=2N.u
Ny = 0125 *(1 + §£)1 + np)A + L)

quadrilateral subdivi- Rezoning of a conservative rezoning of centered
ded into 4 triangles I 2D CASE I variables thanks to an estimation of gradients
and a slope limitation in 15t and 2" order to limit

discontinuities between cells. In addition, we

assume that the quantities to be remapped have
linear variations between node of a subcell.

We determine :
In the 3D case, the Lagrangian cell is divided in
a maximum of 24 tetrahedral subcells (for a hexa- < polygons in 2D having from 3 to 7 vertices
hedron original cell).
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Eulerian ‘ intersection
mesh polygon
(@)
2D

CASE

< polyhedrons in 3D having from 4 to 10 subfa-
cets (of 3 to 9 vertices) which are the intersection
between a Lagrangian subcell (triangle or tetrahe-
dron) and the Eulerian cells that it overlaps.

intersection polyhedron

3D CASE

Then, we compute the contribution in each
polygon (or polyhedron in 3D) by integrating the
quantity to be projected along the boundary of the
considered polygon (or its subfacets contours in
3D). Finally, the result of the projection is the
suom of these separate contributions,

3 EULERIAN ENGINE

3.1. Generalities

Euler is a 2D/3D cartesian, explicit, multi-mate-
rial, hydrodynamic code, allowing high explo-
sive and material strength models. The numerical
scheme is divided in two phases: Lagrangian +
Advection.

Two methods may be used for the Lagrangian
phase :
3 The first one, based on Godu-
nov’s scheme, is restricted to the
case of pure hydrodynamic and high
explosive simulations.

e

i The second one is a multi-dimen-
sional extension of Collela’s and
Woodward’s BBC formulation and
is well suited to constitutive models.

3.2. Advection Scheme

A remapping using an operator splitting tech-
nique over the directions completes the Lagran-
gian part of the method. The fluxes of the main
quantities are calculated through the determina-
tion of the volume fluxes across each interface for
all the species present in the cell. Currently, a
SLIC (with multi-dimensional geometric correc-
tion) and a YOUNGS algorithms determine the
advection volume and a Van Leer monotonic lim-
iting scheme updates the variables. This proce-
dure is, for the two Lagrangian schemes describe
above, conservative with remapped data and au-
thorizes any combination with no extra CPU,
memory space or coding costs.

The choice of the remapping dependence and the
order of precision of the advection phase, can be
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separately specified for each quantity of each ma-
terial in the input data. In order to prevent non
physical internal energy undershoot, a particular
treatment is done for momenta and the total ener-
gy as part of a BBC-like scheme.

First, the internal energy advected in a conserva-
tive way. Then middle cell fluxes are interpolated
at first order from the interface values to allow
momenta and the remapping of kinetic energy. Fi-
nally, the difference between advected kinetic en-
ergy and kinetic energy calculated from advected
momenta is substracted from the internal energy,
which preserves total energy.

3.3. Details about Lagrangian
phase schemes

3.3.1. Godunov based method (GAD)

We refer to a cell centered scheme explicitly for-
mulated in a conservative way which consists in
the resolution of a Riemann’s problem on each in-
terface between cells. Our simplified version uses
a sonic approximation of the waves propagation
leading to a sufficient precision in most confi-
gurations. The first order accuracy of this method
can be improved to the second order by using a
limited anti-diffusive method, which is an exten-
sion of TVD schemes to systems of conservative
laws. The main feature of this approachresides in
achieving an upper order of precision without any
intermediate call to EOS.

3.3.1.1. BBC based formulation
Woodward-Collela ..)

This version is based on a multi-dimensional ex-

tension of Woodward and Collela’s formulation
(The Numerical Simulation of 2D Fluid Flow
with Strong Shocks - JCP 54 (1984),115-173)
where strength effects reduce to source terms
introduction
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Two models are available yet at the moment:

- elastic-perfectly plastic material strength mod-
el.

- SCG Plasticity is realized using Von Mises
yield condition.

3.4. Available modules

Somme of the existing modules are listed below:

¥ Two predictive detonation front
position methods (the first is based
on Huygens’s Law, the second on
Halmiton-Jacobi equation)

< a High Explosive burning mod-
els subset (Forest Fire and Johnson-
Tang-Forest kinetics).

3.5. Architecture/Memory Alloca-
tion

The upper layer of the Eulerian library, coded in
ANSI-C, is devoted to memory allocation and
task management (50 % of the “eulerian”



sources). The memory structure is “object-ori-
ented”. According to the type of the object -
empty, hydrodynamic, explosive, elasto-plastic
- the exact memory is allocated as a function of
the number of thermo-mechanic quantities in-
volved, and the exact number of cells occupied by
the object at the current time-step. The task man-
ager treats each object sequentially, according to
its type. Consequently, nothing has to be done for
the empty material, and deviatoric stresses are not
updated for a hydrodynamic material. The lower
layer of the eulerian engine, coded in FORTRAN
77, is a succession of vectorized do loops per-
forming the numerical calculations necessary for
the object.

3.6. Calculation option

- Active Area

Usually, when the simulation begins, only a few
cells are reached by a perturbation (for example:
when dealing with a shockwave) and the com-
putation of the other cells is useless. This phe-
nomenon involves the introduction of an active
area concept. At each cycle we create a “pseudo
area”, which contains only the active cells. This
technique allows us to improve the calculation
speed.

- Multicycle

This method allows the code to perform several
Lagrangian steps before performing an advection
one. This is interesting when the sound speed is
much greater than the material speed.

3.7. Windowing

3.7.1. Generalities

The memory requirement associated with 3D
simulations needs the use of disk peripherals in
addition to the use of central memory.

To reduce the overhead of disk transfers during
a run, some solutions fit to all the computers
while others can be chosen to match CRAY YMP
supercomputers optimization requirements.

To reach these goals we use two main tech-
niques:

- First ; to isolate the necessary subset of infor-
mation to be saved strongly correlated with the
programming structure,

- Second : to pack information into large records
tables because it is faster to write long vectors.
However an asymptotic limit is rapidly reached
when the lengths of the tables exceed a few thou-
sands words.

3.7.2. Implementation

The slices consists of adjacent planes in 3D (resp.
portion of plane in 2D),
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A sample 2D window showing both inner and
overlapping zones
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WINDOW 3

WINDOW 2

UINA

FULL DOMAIN WINDOW 1

SPLIT DOMAIN WITH OVERLAP-
PING SUB-WINDOWS

3D windowing (case with 3 windows)

Although it is a classical concept, the originality
of the implementation lies in two points:

B First, the input/output action is
very simple.

B8 the treatment is slightly the same
for a split or an not split domain

The generality of this approach allows the
following extensions.

3.8. Concurrent Computation of
Windows (Parallelism)

The computation can be split, between a group of
computers (a Virtual Machine) and/or between
several processors on the same host (Cray T3D ,
CRAY YMP ...), using PVM library Each win-
dow is associated with a processor and its
memory. Overlapping information are trans-
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mitted via the network. This leads to a perfor-
mance increase (no disk access and several proc-
essors working in parallel).

4 Conclusion

The nature of the hydrocodynamic code is based
on very simple programming concepts. However
the numerical concepts however are much more
complex. They include different physical models
- such as various equation of states, detonic mod-
els, strength models etc ...

Itis also an industrial code and notresearch one.
It is used by the French Defense industry. It is
much more reliable than a research code and the
man/machine interface has been more highly de-
veloped.

What are the limits of this code ? it performs cer-
tain simulations very well. For example the pic-
ture obtained from calculating shape charge are
identical to the picture obtained from X-ray rep-
resentation of an experiment performed with this
shape charge. However, the results of this code
are les convincing when doing the penetration
simulation.

In summary the main advantage is the code’s per-
formance in terms of the number of cells com-
puted and the calculation speed. This perfor-
mance has been achieved by an important work :

- the coding methods
~ the choice of algorithms

~ the suppression of useless com-
putation

This last point is very important. We do not cal-
culate empty or inactive cells. We begin calcula-
tions on a object when the shock wave arrives. All
of these points reduce the necessary number of
calculation.

Curent work adresses new numerical techniques
such as Adaptive Mesh Refinement (AMR) will
be the subject of another paper.



EULERIAN TEST CASES :

ARMOR ANTI-ARMOR CALCULATION

GEOMETRY
Steel Plate

Steel Proje

Steel
Plate

processor number ps/cell/cycle speed up Performance
1 129.44 1 100 %
3+1(1) 48.62 2.66 89 %
7+1 247 5.24 75 %
15+1 12.97 9.98 67 %
63+1 4.62 28.01 44 %
63+1 Active Area & 2.57 - -
Multicycle
Cray YMP 1 proc. 13.91
Cray YMP 1 proc. Active Area 8.72
Cray YMP Active Area / Multicycle 6.59
Cray YMP Active Area / Multicycle2 5.21
Speed up
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RAYLEIGH—-TAYLOR INSTABILITIES GROWTH

P=7.4143¢e6 baries

-

Processor number us/cell/cycle speed up Performance
1 135.88 1 100 %
3+1 40.94 3.31 110 %
7+1 18.09 7.51 107 %
15+1 8.53 15.93 106 %
31+1 4.25 31.97 103 %
63+1 2.22 61.2 97 %

127+1 1.22 111.4 88 %
crayymp 1 proc 10.8 -
Speed up
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TUNGSTEN PENETRATOR

R
S

ELASTIC-PLASTIC BBC

IMPACT OF A STEEL PELLET
AGAINST A STEEL WALL.
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RICHTMYER—-MESHKOV

INSTABILITIES GROWTH : 2D CYLINDRICAL IMPLOSION

Explosive
Copper

Explosive ~

Tin

Plexiglass ~ Interface with

pertubation

Iron

102,6mm

PLEXI-TIN INTERFACE : MULTI-MODE SINUSOIDAL DEFAULT SURFACE :
R(®) = 0.005c0s480 + 0,006c0s960 + 0,005c0s2880 + 0,008c0s4800 + 4,6

7 800 000 CELLS, 35 000 CYCLES, 18 MICRON CELLS

SOFTWARE Grind times us/ Mflops Computational
cell/cycle time

Previous code
1 proc. Cray YMP 250 (%) 15 (%) 18 months (¥*)
1 proc. Cray YMP 12,9 77 650 h (*)
1 proc. Cray YMP
(Multicycle) 8,70 76 440 h (*)
128 proc. Cray T3D
(Multicycle) 1,20 550 (*) 60 h

(*) Estimate
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Pressure Field
t = 15 us Explosive/Tin/Plexiglass

Focus
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