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ABSTRACT: 

 

We will describe the implementation of an out-of-core algorithm on the CRAY
T3D. The introduction of heavy I/O activity was necessary to handle larger problems, and
required particular attention in order to maintain good performances. We were able to nearly
reach disk peak performance; we obtained tranfer rate of 38 Mbyte/s using two DD-60 channels
on I/O Phase I and 75 Mbyte/s with four DD-60 channels on I/O Phase III.

As an application, we used the algorithm to compute the Full-CI energy of the Be

 

2

 

 molecule
with a [9s2p1d] basis set (all electrons), with a Full-CI space of more than one billion (10

 

9

 

) of
symmetry-adapted determinants. We needed 27 iterations to get convergence; a single iteration
on the CRAY T3D at CINECA (64 processors) required about four hours of elapsed time, 30
minutes of which spent in I/O activity. Due to the scalability of our code, substantially larger
calculations could be performed provided that more processors and a larger amount of disk
space were available.

 

Introduction

 

The present work describes the implementation of the

 

out-of-core

 

 version of our Full-CI algorithm on the Cray T3D
massively parallel computer.

Full Configuration Interaction (Full-CI) is a potentially exact
quantum chemistry method, characterized by an extremely high
computational complexity [1-9]. Therefore it is mainly used to
investigate the accuracy of approximate methods. A few years
ago, we developed a new Full-CI algorithm [9-12], imple-
mented on CRAY Y-MP and C90 computers, with full exploi-
tation of the vector and parallel (shared memory) characteristics
of these architectures [13]. A preliminary 

 

in-core 

 

version (i.e.,
keeping all large vectors in memory) of the algorithm was then
implemented on the CRAY T3D [14].

In order to handle larger problems we decided to write an

 

out-of-core

 

 version of the algorithm, with all the Full-CI vectors
kept on disk and copied to memory by blocks when needed,
even if we were aware of introducing an heavy I/O activity in
our problem. It is usually believed that I/O operations are not
efficient on massively parallel processing (MPP) architectures
and in fact on the T3D I/O performance does not scale with the
number of processors. This work was done in order to investi-
gate to what extent the introduction of I/O degrades the perfor-
mance of the algorithm.

We will present some considerations on the 

 

out-of-core

 

version of the code, whose performance is found to be compa-

rable to that of the original 

 

in-core

 

 version. The results obtained
so far show that overhead due to I/O operations is rather limited.
Obviously, the use of the disk storage enables us to study
systems with much larger Full-CI spaces. As an extreme appli-
cation, we performed a benchmark calculation on the Be

 

2

 

 mole-
cule (all electrons) with a [

 

9s2p1d

 

] basis set. In this case the
dimension of the Full-CI space is more than one billion (10

 

9

 

)
determinants in D

 

2h 

 

symmetry.

 

I/O Considerations

 

First of all, we rewrote the algorithm in order to reduce the
number of I/O operations: In Figure 1. the final algorithm is
sketched. The 

 

X

 

 and 

 

Y

 

 matrices are the important data struc-
tures of the problem, since their dimension scales directly with
the dimension of the problem. They are block diagonal, and
there are M

 

s

 

 of such blocks for each matrix, where M

 

s

 

 is the
number of symmetry blocks, typically ranging from 2 to 8. In
the original 

 

in-core

 

 version, the two matrices were dimensioned

 

(max_s,max_s,Ms)

 

 and were distributed among processors by
column blocks. In the present 

 

out-of-core

 

 version we store the
matrices on disk, keeping in memory only one symmetry block
of each matrix at a time. The two matrices are then dimensioned

 

(max_s,max_s)

 

. Since the whole 

 

X

 

 is needed to build a single
block of 

 

Y

 

, M

 

s

 

 read operations of the whole vector 

 

X

 

 are needed
to build 

 

Y

 

. Globally, for each iteration, the whole X is read
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(M

 

s

 

+1) times and written once, while 

 

Y

 

 is read and written once.
The T3D system handles the I/O requests through the C90

host, independently from the connection of the I/O subsystem
[15]. The maximum I/O performance that an application can
attain is thus independent from the number of T3D processors
used: it is rather a function of the number of disk channels avail-
able on the host system, since I/O requests on different channels
can proceed in parallel.

In the 

 

out-of-core

 

 version of the Full-CI algorithm, the basic
I/O operations consist in the transfer to/from disk of an 

 

X

 

 or 

 

Y

 

symmetry block. Each symmetry block is represented as a
symmetric matrix distributed by columns across the N

 

p

 

 proces-
sors. A fairly sophisticated algorithm has been designed to mini-
mize the amount of data transferred while using large I/O buffers
in order to achieve high transfer rates. The symmetric nature of
the matrix allows us to reduce the data transferred only to about
one half (lower diagonal part) of the distributed matrix: this
implies that after the read operation the upper diagonal part must
be rebuilt by a symmetrization operation from the lower part. 

In order to better balance the load and maximize the I/O
record size, the lower diagonal part of the right half of the
distributed matrix is stored in the scratchable upper diagonal part
of the left half of the matrix (see Fig. 2). In this way the data to
be transferred are contained entirely in the memory of the first
(N

 

p

 

/2+1) processors that handle the whole I/O.

Several techniques have been employed in order to achieve
maximum performance [16].

The record size has been rounded up to a multiple of the phys-
ical disk block (16 Kbytes in case of a DD-60). This 

 

well-formed

 

request causes the data to be transferred directly to/from the
physical device avoiding intermediate buffering activities. Files
have been preallocated on contiguous disk chunks to get effi-
cient disk activity.

0   1   . . .      N p / 2   . . .
N p- 1

Figure 2. Data redistribution in a symmetric
   matrix

d o i ter  =  1 , m ax_ it er

      n 0, e 0 = 0

      d o s ym_ Y =  1 , M s

         Y  =  0

         d o s ym_ X =  s ym_ Y +  1 , . ..,  s ym_ Y  !   c ycl ic  l oop

            r ead  ( X)                       !   s ym_ X b loc k

            Y  =  Y  +  a lfa _b eta  ( X)

         e ndd o

         Y  =  Y  +  b eta _b eta  ( X)

         Y  =  Y  +  t ran sp ose  ( Y)

         n 0 =  n 0 +  < X|X >

         e 0 =  e 0 +  < X|Y >

         w rit e ( Y)                         !   s ym_ Y b loc k

      e ndd o

      d o s ym =  1 , M s

         r ead  ( X)                          !   s ym b loc k

         r ead  ( Y)                          !   s ym b loc k

         Y  =  C orr ec tio n ( X, Y , n 0, e 0)     !   s ee e q. ( 9)

         X  =  X  +  l amb da  Y

         w rit e( X)                          !   s ym b loc k

      e ndd o

      c hec k c onv er gen ce

   e ndd o

Figure 1.  The final algorithm
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Direct-access I/O has been chosen to allow different proces-
sors to simultaneously access different records on the same file.
In particular, the Asynchronous Queued I/O (AQIO) library [16]
has been used to achieve high performance: in fact we were able
to speed transfers near the theoretical peak of the disk (20
Mbyte/s in case of DD-60 disks). The processors’ I/O activity is
synchronized to minimize disk contention: I/O requests coming
from different processors are issued in an ordered way so that
disks are accessed sequentially. Therefore the I/O is seen as
direct-access by the application but as sequential access by the
disks.

The inter-processor communication is performed using the
Cray 

 

SHMEM library routines

 

 [17]. In particular the data redis-
tribution that follows the read operation is implemented with the
high-performance (126 Mbyte/s) 

 

SHMEM_PUT

 

 routine [18].
The I/O transfer rate is further increased by splitting the data

across files located on disks connected to different channels.
Due to CINECA configuration (until last year), we could use
only two channels in parallel and we were able to double the
pure I/O transfer rate achieving 36 Mbyte/s out of a peak perfor-
mance of 40 (20 for each channel) Mbyte/s. By this technique
the I/O performance can scale with the number of disk channels,
being limited by the peak bandwidth of the channel connecting
the T3D to the C90 (200 Mbyte/s).

At the beginning of 1996, CINECA T3D was upgraded to 128
processors and eigth DD-60 disks were connected to the T3D
IOC via 

 

Phase III

 

 path over 4 different channels.
We ran some preliminary tests using these 

 

Phase III

 

 disks in
order to verify the effectiveness of the new configuration. The
new I/O cluster is connected directly to T3D through a new
(slave) I/O gateway: in case of 

 

well-formed

 

 I/O, data do not pass
through the C90 host and this should result in a higher transfer
rate or, at least, I/O performance should not be anymore depen-
dent on C90 activity. Moreover, we intended to verify our scal-
ability hypothesys about the number of indipendent I/O channels
available.

The results of our preliminary tests show that the I/O perfor-
mance does scale with the number of channels: this is true
provided that the I/O request is 

 

well-formed

 

 and the environment
variable 

 

MPP_AGENT_PH2IO

 

 is set to 

 

ON

 

. It should be pointed out
that, in a 

 

Phase III

 

 context, the definition of 

 

well-formed

 

 request
is slightly different. In addition to the length of the request, that
must be a multiple of the disk block, the user area must be
aligned to an eigth words boundary in the memory of the T3D
processor [19]. At a user level, this condition can be ensured
with proper mppldr directives. 

 

mppldr -D’dalign=

 

min

 

-size; dalignsz=64’

where min-size is the minimum size in bytes of the data struc-
tures to be aligned.

With both these conditions honored, we were able to obtain
transfer rates in excess of 75 Mbyte/s, out of a peak of 80,

writing/reading a generic matrix of (30x2048x128) words
evenly distributed among 128 processors. The I/O operations
were performed by all the processors, in an ordered way, using
AQIO library routines on four different files preallocated contig-
uously on file system partitions associated to four different disk
channels.

 

Applications

 

As an extreme application of this algorithm we performed a
FULL-CI calculation on the ground state of Be

 

2

 

 molecule, with
all the electrons correlated and a [

 

9s2p1d

 

] basis set. This basis
set is far too small to give a correct description of the extremely
weak bond of this molecule, nevertheless, we think that the
present Full-CI result will be useful to calibrate Truncated CI
calculations that we plan to perform on this system with much
larger basis sets in the future.

This basis set leads to a Full-CI problem of 8 electrons in 40
orbitals, with a Full-CI space of 1,061,893,156 determinants in
the D

 

2h

 

 symmetry. The eight symmetry blocks have very uneven
dimensions, going from a minimum of about 88 to a maximum
of 187 million determinants each. We performed a total of 27
iterations, and we get an energy stable at least at one mhartree.
Detailed information on the computation are contained in a
paper recently submitted to Chem. Phys. Letters.

In Table 1 we report the timings for the Be

 

2

 

 problem. It is
important to stress that these values are only approximate since
the I/O performance of the T3D strongly depends on the amount
of activity present on the C90 host. The timings are those
extracted from the fastest of a series of jobs run during normal
production time. A single iteration requires about four hours ten
minutes of elapsed time on the CINECA T3D (64 processors).
The alfa_beta routine is the most time-consuming part of the
algorithm, and also contains the greatest part of the I/O.
However the I/O activities only account for about 10% of the
time spent in alfa_beta.

Table 2 reports the I/O performance figures. The 

 

X

 

 matrix
was written on two different files, preallocated on contiguous

Table 1. Timings of the most important parts of the program 
(one iteration).

r o u t i n e t ime (sec)

i t e r a t i o n
1 5 0 5 0 . 7

X_HX 1 4 4 0 8 . 4

a l f a _ b e t a 1 2 9 4 5 . 2

read X 1 2 7 3 . 7

b e t a _ b e t a 1 0 3 5 . 6

t r a n s p o s e 7 . 6

write Y 1 8 8 . 6

c o r r e c t i o n 5 4 3 . 4
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areas of two different DD-60 disks. Due to space constrains it
was not possible to do the same for the two files containing the
Y matrix. These files had to be allocated partially onto slower
(DD-42) disks, and this is why the I/O for the Y matrix is slower.
The peak transfer rate of a single DD-60 disk is 20 Mbyte/s,
therefore the maximum speed expected is 40 Mbyte/s. The
measured transfer rates are in excess of 32 Mbyte/s. Considering
the fact that time spent for data re-arrangement is included, they
are rather satisfactory. Tests performed with the same algorithm
but with a matrix that does not require data re-arrangement, were
in fact able to achieve a rate of 38 Mbyte/s.

The availability of the T3E, next generation Cray MPP
system, will greatly improve I/O performance scalability. In fact
the T3E is a stand-alone system that does not require to be
connected to a host system to perform I/O operations. Further-
more every group of four processors can share an I/O channel
directly connected to I/O devices.

The present calculation gives also information on the possi-
bility of larger benchmarks in the near future. The theoretical
limit of the algorithm, using the largest T3D available today
(1024 processors), is about 25 billion determinants in D

 

2h

 

symmetry. The code has shown good scalability properties with
respect to cpu, so we could foresee only a moderate increment in
the elapsed computing time. More critical is the disk storage and
the time required for the I/O activity, that, however, could be
improved if a big amount of high speed disks and channels were
available. To store the Full-CI vectors for this hypothetical

Table 2. Timings and transfer rate of the READ and WRITE 
operations (one iteration)

o p e r a t i o n s e c / c a l l s M b y t e / G b y t e
  call   s

read X 160 .8 9 32.2 4.09

write X 121 .8 1 36.0 4.09

read Y 214 .2 1 23.1 4.09

write Y 188 .6 1 23.3 4.09

total I/O 1971.6 1 2 49.09

 

problem, approximately 200 Gbytes of disk space would be
required and, considering a maximum transfer speed of 200
Mbyte/s, we could expect a time of about 6000 seconds, for each
iteration, devoted solely to I/O activities. Thus, the complete
calculation would require about 7 hours of elapsed time for one
iteration. Moreover, MPP systems architecture is moving
towards increased I/O performance and scalability. For all these
reasons, we believe that Full-CI benchmarks of the order of 10

 

10

 

determinants are quickly becoming a realistic possibility.
This work was partially supported by EEC within the

“Human Capital Mobility Program”. All the calculations were
performed on CINECA Cray T3D.
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