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Abstract

Parallel anddistributed computing is way to meet theincreasing demand for engineering and
computational power iorder toperform scientific and technicadimulations. To make use of these
new paradigms ware developing anagentbased (simulation) environment which is operating on
various computers at different locations in Europe.

In order to set up a multi-agent system and to integrate modules, objects and services it is necessary to

* Modularize the overall problem

« Develop a strategy of distribution

» Parallelizeand optimise the computationally expenswmedules

« Encapsulate modules as independent processes

« Develop a strategy fdahe integration of (competing) services into a simulatgstem

Solutions to most ofhe problemsare proposed. Communicatidmetween agentskesplace on the

basis of CORBA mechanisms. Apecial Service gent Layer (SAL) provides methods toake

agents from modules, objects or services. Experie nces with this architecture and the implementation of
parts of it will be reported. Furthgrossibilities and difficulties of this approadre outlined by
referring tothe example ofthe dispersion ofair carried particles. This example consists of four
different parts, of whiclthe simulation ofthe wind field andthe simulation ofair carried particle
transport formthe computationally expensive core thie application. Theyarerun on aCRAY-T3E of
IDRIS-CNRS in Paris.
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1 Introduction and Motivation

It is quite common iur society to distribute responsibilities. politics we are eager talistribute powerand in
industry agreat part of the success is due tihe global distribution ofwork. Parts are produced inparallel,
transported over the traffic network and arrivéhafactory just in time to be assembled tpraduct like a car, a
building or an aircraft.

In computersciencethis seems to belifferent. The development from mainframe environment<lient-server
applications was an essential improvement, but this is jusiptitd the iceberg ofsensible distribution strategies.
In our society we dmot needprimarily servers or mordrastically nasters and slaves but services. This holds for
simulationsystems asvell if we want them to exceed a certain levetofplexity.

In this paper we present a odeas andirst results concerning a servi@gd agent orientedomputational
environment. We do this usirtigje example ofair pollution dispersion simulation. Such simulations are necessary
in connection with plants emitting undesired aerosols or gasetheatmosphere. Various stepave to be taken

to set up such simulatiasystemsfor use in emergency situations. They include

» adigital description othe terrain

« the collection of initialand boundary condition from measurement stations

» meteorological calculations to determite localwind field around the source emission

« dispersion calculations to determitie transport ofthe pollutants

» estimation of consequences of poss#itgollution

» and finally a critical expert judgement thie calculatedesults and the determination of countezasures.

Problems ofthis kind requireexpertsfrom different fields, datdrom different sources, methodsinning on
different servers and interpretations from different viewpoints. djidication isthus anappropriate candidate to
demonstratehe benefits of distribution. In order tshow the main ideas ofthe agent oriente@pproach we
concentrate offiour major components:

 The component TOPO allowshe construction ofthe digital topography from data provided by
geographicabystems.

* The component NOABL allows to determitie localwind field using both measured valugsd the mass
balanceequation in complex terrain.

» The component PAS allows tlealculation of particlalispersionand the estimation of concentration fields.

 The componentDOSE estimatesthe wet and dry deposition and effects druman beings. For
demonstration purposes within this paper itejslaced bythe graphicalsystem AVS waich visualizes the
concentration field othe pollutant.

Each of theseomponents require specialistsofmeratethem. Thereforethe integration of these€omponentsalso
requires the integration of their experti$te multi-agent system weevelop (the so-calleddgical Client) also
facilitates tele-cooperation with experts.

In this paper we will introductéhe agent-orienteghbaradigmand describghe communication frameworknd the
multi-agent system developed. As an example aigamt within thesystem we will focus othe computationally
most expensiveprocesses, whictvere carried out on @RAY3TE supercomputeDetails about their internal
structure andhe parallelization strategy will be given. To demonstrtite potentialuse ofthe agent oriented
paradigm weappend a video illustrating a teamagfents exchanging messages.
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Objects inthe sense ofthe object-orientedparadigmencapsulate amternal state,communicatevia message
passing andhave methodsthat allow operations on theiinternal state. As aenhancement of thiparadigm,
computer agentare assumed tdvave aformal version of mental states, whidalictate theagent's actions and
which are affected bynessagethey receive. An agent (withithe context othis work) is a systerthat - as a part
of a virtual environment - receivaaformation fromits environment and influences it teach specific goals
[Franklin96]. A crucial criterion for an agent is itsautonomy. That means,that it has the ability to act, is
independent and has the control oveiritsrnal state. An intelligent agent iscamputer systenthat is able to act
flexibly and autonomously in eertainenvironment.That impliesthat it acts in aeactive, proactiveandsocial
manner.

To do this, agenthave tocommunicate witheach other. The ability toommunicate is essentialit difficult to
implement. For detter understanding othe requirements weancomparethe @mmunicationbetween agents
with the exchange of mail between hams. It isnecessary thave paper, an envelopéie rightaddress and the
postman, who deliverthe mail. Butthe importance ofall thesethings is low compared tihe importance of an
agreement ofhe communication partners concerning thrguage and the definition tife vocabulary used in the
message. Imnalogy, three levels oéquirements fointer-agentcommunicationcan beidentified:

» adistribution system tenable the agents to dxange messages (analogous toetter-box,postmen, ...)

» a syntaxand protocol forthe exchange ofmessages (analogous ttee envelope withthe address, the
sender,...)

* a commitmentaboutthe vocabulary used fothe content of thenmessagegthe language andomain of
problem)

In order to meet thesequirements whavedeveloped dramework forthe electronic message exchange between
software agents. The following sections desctiledramework according tthe three levelsnentioned above.

2.1 CORBA for Data Transfer and Object Communication

The communication between agents in open, distribied heterogeneous/stems withdifferent platforms,
programming languages and network protocols faces several problems. Hahe@®DRBA (CommonObject
RequesBroker Architecture) standardffers a way of linkingand usingremote objectgin the sense ofobject-
orientedprogramming). Ihas been developed by Object ManagemerBroup [OMG97], and inthe meantime
there areseveral implementation€ORBS) of thestandard formany platformsand programminglanguages.
However, care has to betaken when designing distributedystems as CORBA communication rigatively
expensive. Thereforthe objects should not binely grainedand thus minimise CORBA communication. We are
using omniORB, which is a freelyavailable CORBA implementation andvas developed bythe Olivetti and
Oracle Research LaboratorigdmniORB98].

2.2 KQML as Message Protocol

Concerningthe conventionsabout the syntaxandthe protocol for the exchange omessages Mt of work is
already doneProposalshave beermade foragentcommunication languages, whicte independent of the
content ofknowledge being exchanged ammmunicated [Labrou97].

KQML seems to be aadequate opestandard forexchangingknowledge andoerforming communication. It
consists of aet of messagdypes performatives)hat covers almosall needs of inter-agerdommunication. A
typical KQML message implementation in Ceeuld read like this:

askOne(sender, receiver, inReplyTo, ReplyWith, language, ontology, content);

The use ofthe performativeaskOne meansthat thesender wants to know somethinfrom the receiver



answers being mapped tperies.language , ontology andcontent contain information and different
levels ofmeta-informatioraboutthe query. KQML also provides a protoctidr eachmessage performativéhat
is, the receiver knows what kind of reaction the sender ofthe messageexpects(e.g. one reply, many reply
messagedprwarding the message to a maigtable agent,.). It is this protocokather tharthe syntax wetake
advantage ofvithin our work. In section 5.the recommend performative is described aduather example of a
KQML message.

2.3 Ontologies as a Specification of the Vocabulary

Fully understandingnd specifyingthe domain of interest is essential fasuccessful communicatiobhetween
software agentgspecially if theyare developed by different people. An ontologicabaiel of the system is not
easy to achieve batimost indispensable.

Using artificial intelligenceterminology, an ontology is a model of sompart of the world and is described by
defining aset ofrepresentational terms. It provides a vocabulary for represeaidgommunicating knowledge.
Developing an ontology

e enables agents to use and share knowledge
» provides a better understandingsaimearea ofknowledge
* helps people to reach a consensus in their understandsiognafarea ofknowledge.

Especiallythe needor ontological commitments, which enableseh ofagents to communicatboutthe domain
of interest, makes thdesign of an ontology eritical initial step when designing an agent-enhanced information
system.

Tom Gruber ofthe Stanford University identifiedive criteria for the design of ontologie§Gruber93]: Clarity,
coherence, extensibility, minimal encoding bias and minimal ontologizamitment.Especiallythe demand for
minimal encoding bias - whicimeansthat the ontology should bespecified atthe knowledge level without
depending on a particular symideVel encoding Jeads tothe use ofthe Knowledge Interchange ForméKiF),
which hasbeendesigned athe Stanford University [Gensereth92RecauseKIF provides a representation of
knowledgeabout knowledge, itgives many possibilitiesfor exchanging, reusing andhlidating models at the
knowledge level. This topic giscussed in mordetail in[Grohmann98].

As mentioned before, designirige ontology is acritical initial step in setting up a Multi-Agerystem. In our
work we use a combination tife object-oriented (OOand the artificiaintelligence (Al) paradigmFig. 1 shows

how these two paradigniesult inthe EIS Ontology. OOmethodsare used forthe analysis ofthe information

andthe system components, resulting in @oject model. Onthe other hand(Al paradigm) the result of the
knowledge analysigre rules thatdescribe relationships between ahd behaviour ofthe objects (words of the
vocabulary) Both results,the object model and the rulefgrm the EIS Ontology.
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Fig. 1: Paradigms for building the EIS Ontology

In practice and because tife high complexity ofthe systems to bebuilt, the information analysisand the
knowledge analysis cannot be perfornssmparately. Thenodelling will rather be aiterative processthat starts
with the analysis ofthe information and system componentsotutain a basic objechodel. This modetonsists
of classes, relations, functions and object constantke litempt to formulate rules operating on thésic object
model, one is likely tdace a lack ofwords todescribe certain rules and dependendibss lack of words gives
rise to a refinement ofhe object model. After some iterationsthe object model andthe rules will provide a
satisfactory description dhe domain ofinterest.

3 The Service Agent Layer (SAL)

The last chaptedealt with the different levels ofrequirements concerning communication between software
agents. We alsdhave outlined how we meet theserequirements and whictstandardsare used. The
implementation ofthe framework wasanother importanstep; theresult isthe so-called Service dent Layer
(SAL). While a service is a reactive software @ament,the SAL includes severabilities that arecharacteristic

for agents: communication (social behaviour) and proactivity. The saogetherwith the SAL can beregarded

as an agent.

Before describinghe architecture othe SAL in more detail, it might be helpful to introductéhe nofon of a

sessionwithin the SAL. A session is éogical unit that isresponsible for a conversatiorg. it receives (related)
incoming messages, reasaimutthem, storesnd processerelevant data angendsout relatednessages. An
agentcan run different sessions simultaneouSlgssionsan becreated and deleted rintime. There might also

be an initialsessionwhich lives as long athe agent isunning and takesver the proactive part othe agent, e.g.
by advertising its service and abilities and by setting up contractstabaanditions of use.

Clearly, whathappens inside a session is specific foagent. In practice this lead to an abstract dlassessions
which has to be implemented for each service attached to a SAbheOther hand, therare manyother parts of
the SAL that areshared byall agents, including the message receiving, queuing and sendiiganisms.
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Fig. 2. Architecture ofthe Service Agent Laye(SAL)

Normally the SAL and theattachedservice will run within the samprocessThereare, however, cases where the
service and the SAL cannot be compiled and linked together. Then special ways of data dxareangdeused,

e. g. viaDDE (dynamic data exchange), RPC (remote procedaitg) or a graphical user interface whehuanan
user communicateda the SAL with other agents. These casase very importantbecause they allow re-using
own or third-party services at low adaptation costs.

The basic architecture dfie SAL is shown in Fig. 2Incoming messageare putinto a messagegueuefrom
where they are routed to an appropriate (either already existing or newly cseatadi.

Inside thesessionthe next step can beery complicated:Appropriate reactions tthe incoming messagbkave to

be found. This is supported byrale-basedsystem. The knowledge base of this system consists of session-
specific knowledge and @ommonknowledge, which is shared &l sessionaithin a SAL. According to the
content of theincoming messageahe session-specific knowledge is updated. Dependinghenknowledge
(which now includeghe contents othe message awell asresults from previous messages)d onthe rules of

the inference engine, it is decided whether dmwv the incoming request is handled. Aomg many other
possibilities,the sessioncould

» Refuse to handle the incoming request and inform the senthermiessage abotlte refusal

» Send a message to tiie conditions of use and ask whetlilee sender is accepting these conditions
» Send a message to ask for mdetails

» Updatethe common knowledge base

» Create a working object, start the service

» Invoke a method dhe working object

» Forward the results dhe working object to the request sender

Outgoing messageare completed bythe messagéuilder andput into aqueue.There is a threagool whose
threadsarefinally delivering the messagesia CORBA to the recipients.

After this discussion ofthe communication frameworland the Service Ayent Layer, wewant to give a
description ofthe overall architecture ahe Multi-Agent Systems developed in our department.



4 Architecture of a Distributed System Based on theAgent-

Oriented Paradigm

The distributedsystem weare developing has thstructure shown in Fig. 3.
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Fig. 3: Architecture of the distributeglystem

Besides integratinghe nodules mentionedlready asservices at least twadditional agentshave to bencluded.
These arghe Repository agent and thedministrationagent.

The purpose ofthe Repositoryagent is toexchange data betweeservices.The exchange oflarge data via
CORBA and the SAL imuchtoo expensive. Therefore differemtays have to beprovided for thistask. Fig. 4
illustrates the basic principles thfe Repository concerninthe usage andhe separation othe dataflow and the

control flow.

ﬁ
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Fig. 4. Data and Control Flow Using the Repository Agent

The purpose ofthe Administration agent is toadministratethe agents ofthe systemand to coordinate their
cooperation. Like the other agents #dministration agentan berealised in variousvays. Usually we prefer the
so-called Strategy Service [@mann98].For the presented system however hawe chosen an implementation
which supports the user in managihg systemvia agraphical user interface (GUI).



5 Adaptation of Special Agents to CRAY Computers

The agent-oriented approach allowe development of different services operating at different locations and by
different teams. By this distribution it is possible to tmals andcomputers whickare most effective tofulfil a
certaintask within the multi-agent system. Inthe present scenario waave distributed work between the
University Paris 6 anthe University of Stuttgart. University Paris 6 took ovbe optimisation ofthe services
NOABL and PASand the validation dhe calculations results by comparison with experimedéd.

The pollutant atmospheric dispersion constitutes an important research thheselafst years. It is a question of
assessmerdand control ofthe pollutant materials (chemical, radioactive, ...)tt)e environment. Inaccidental
situations, it is necessary to predict in short laps of thmagollutant rate abuild-up area. Generally,programs
simulatingthe pollutant spread into atmosphere consist mainihefparts:

» data collected from meteorological and radiological stations

» data concerning topography

» windfield computing

» pollutant transport and diffusion calculation

 calculation ofpollutant concentration, deposition, estimatiorintérnal and externaloses, etc.
 visualization and evaluation of consequences

To meet thaequirements for accuracy and faster execution times, maspaaljel processingwill be used.

5.1 Optimisation of the NOABL Module

The NOABL (NOAA Boundary Layer) program[TRACI78] allows to simulate a mass-consistent winoNetd
complex terrains. Like any model it is an abstractiothefeality. For thepurposes were dealing, it isthe most
appropriate. This model considers a conforec@rdinatesystem with a noronstantvertical step.This variable
step, smallewover the raising surface, allowthe bottom boundary condition to bdefined more accurately and
secondlythe option of variable verticalzoningimprovesthe accuracy andéconomy ofthe model. The using of
supercomputers jastified bythe complexity ofthe nodel.

Mesoscale atmospheric modeisver domains,the horizontal dimensions of Wwich extend up t@omehundred

kilometers andhe verticaldimension up to some hundredeters.The physical radel of NOABL leans on a
massconservation law[Pielke84] witthe appropriateboundary conditions. A simplified form dhis equation
hasbeenused to represetiite mass conservation, alsgalled Diagnostic Equation (the time-dependenterm

being absent).

Ju U, u_g
7X X X

Let consider aninitial divergent flowfield, components of whicére given locally by, N Let be
¥ "™ the correction necessary to eliminate divergence[TRACI 78]The components oithe resulting

windfield will be given bythe following system:
u=u,+u
V=V, +V
W=Wg +W
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which the correction windfield V W will be computed. After replacingnto the mass conservation
equation, we obtain a Poisson Equation’ s
f L fqp D ch _Ofuo , Vo, Mo

= fXny fyfﬁLZ =L TRATR

In the case offlat terrain surfacethe previous Cartesian Coordinate Model is walhpted andan beused. The
problem becomes momdifficult when complexterrain surfacesre to beconsidered withirthe study domain
where the accuracy is highly dependent ufian finite difference resolution. To solve this difficultihe vertical
coordinate will be transformed in such a way that the terrain surface becomes a coordinate
surface[MASSMEYERS89]The expression dhe Poisson’s Equation ithe Conformal CoordinateSystemwiill

be thefollowing one@ representghe conformal coordinateZs the terrain surfacell = Z; — Zg | with 4
the constantaltitude of thetop of the mesh):

OO, f2f® (O[O, f2F
E N T fy fol
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This expressiowill be then differentiated in order to obtdime nunerical model. Concerninghe numerical
model, the components of/elocity are computed athe center face of eaatell while the values of perturbation
velocity potential as wethe localdivergenceare computed athe center of eacltel[MASSMEYERS89]. The
Poissonequation orthe conformal system is written ofinite differenceform andthe following expression has
beenobtained:

A i) Dk~ B.(,j) D ik +C (i, ) D= D (. j
The algorithm used othe NOABL program to compute a free divergence solutiontiiervelocity field isSLOR

(Successive Line Over Relaxation) [NAKAMURASG6]followed by a Thoralgorithm for each column (solving
of a linearsystemthe matrix of which is 3-diagonal) [GOURDIN89].

O =N, +* (M - ).
An analysis othe serial version oNOABL programled us tahe conclusion that it would beonth to parallelize
only apart of thisprogram, morepreciselythe part computing the perturbationvelocity potential.So, at the
beginning, in order to avoithe communications during the computingtbé initial windfield, each processavill
computethe initial windfield overthe entire dorain, and for the free divergence windfieldomputing, itwill
consider itssub-domain.

First ofall, it iswell known that, at a given iteration, the updated valuesadlann are used as soon as they are
computed. So each sub-domain cannot start computing if a first cotsmlh has noyet beerfurnished from the
previous sub-domain. Followinthis reasoningthe idea of parallelizinghe SLOR algorithm is a very simple
one. The computing startstiag first sub-domain. The firstesult column is obtained and is senthe next sub-
domain,the second one can start computing, and so on.



The SLOR algorithm adopted fothe computing ofthe perturbationvelocity potential led us tochoose the
geometricalform of parallelism. Sothe parallelization ofthe NOABL programhasbeen done byombining a
pipelinescheme in one horizontal directigrth a parallel scheme computing itihe other horizontaldirection. A
rectilinear grid ofprocessor$as been used.

Thefirst parallelized versiorhas been obtained onMEIKO-CS2 parallel machineutilizing PVM library. The
programhasbeenwritten with Fortran 77 Simulationshave been donwith a computing domain having 150
points in the two horizontal directions (x-direction and y-direction) and 45 poinertinal direction. The results
presented in the following (over CRAY3E parallel machine) havaeenobtained with relaxation parametealue
equal tol.5. The two possibilities of program stoppia@:first a minimum residualvalue hasbeen takerequal
to 0.05 and second a maximal numbeitarftions has been fixestjual to5000.

In order to compute the Theoretical and el Speed-Up, runs habeenmade on one processor of tpharallel
machine in order to determiriige part (in execution time terms) dhe program having been parallelized. It is with
this aim in view, wehaveusedthe Amdhal law for computingthe Theoretical Speed-Up:
1
L \
FsHU—F) /N p

where:
S: Speed-Up

I:)s: Part ofthe program having nabeen parallelized

N

p: Number of processonssed forprogram’s runs

The NOABL programhasbeenimplemented on CRAYT3E parallel machine using MPlibrary. The running
times, aswell asthe theoreticakpeed-upandthe realspeed-umbtained onCRAY T3E, are represented in the
following Table.

Processors’ Number| Running times | Theoretical Speed-UpReal Speed-Up| Efficiency (%)
(s)

1 7167.30 1 1 100

2 3778.29 1.98 1.90 94.86

3 2611.89 2.94 2.75 91.47

5 1705.86 4.79 4.20 84.03

6 1448.70 5.69 4.95 82.46

10 976.52 9.12 7.34 73.40

15 739.56 13.03 9.69 64.61

25 575.74 19.86 12.45 49.80

The SLOR algorithm is ndhe best-adapted algorithm for being parallelized. The differenotised between the
Theoretical Speed-Up and thed Speed-Umredue to the combined parallelization scherpg@éline + parallel )
and the increasing part ofprocessors communications time witte number of processorsthe efficiency
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However, it is interesting to obsertieat after parallelizatiorthe running timeshave beemoticeably improved.

The paralleimachines have permitted to obtain a real improxnof codeperformanceswWith 150x150x45grid

points, weobtained 108 Mflopswith two processors up to 960 Mflops with 50 processors, resaitgarable
with those provided byfCHERGUI96]

The parallelization ofhe NOABL program (the serial versiowas furnished bylKE) hasbeen realized as a part
of a common collaboration betwe@ECD, IKE and CNAM. Runs on CRAY-T3E of IDRIS-CNRfave been
donethroughthe Project n: 974111.

5.2 Optimization of the PAS Module

The program PAS as an importgrart ofthe MESYSTsystem isused forthe simulation andhe computing of

the atnospheric pollutantdispersion.The physical radel of PAS leans onthe lagrangianmodel. So the

dispersion phenomena hheen modelized considering great number of particles whichare emitted by the

source and held bihe wind. At the end of a given period dime we consider thaumber ofparticles at each grid
cell and after that, the concentrationtta pollutant at each grid point will beomputed.

The mathematical model describing the displacementrierparticleduring a time step equal o is given by the
following formula[Chino87]:

(X’ y’ Z)neW: (X’ y’ Z)old + (U,V, W)* [ A(X’ y’ Z)

Where(xa Y, Z)new representshe coordinates othe new position occupied byhe particle,(xv Y Z)o|d the

old position ofthe particle, (U, Vv, W)* T representghe displacement due time presence ofhe wind and at
last the ternA(X’ Y, Z) takes into accourthe movement othe particle asesult ofthe diffusion.

To computethe displacement due tthe windfield we have consideredthe results provided bythe NOABL

2
program. Wind velocity (U,V, W) at the particleposition hasbeen calculated by thél-/f weighted
interpolation of wind vectors ate eightgrid points which surround thearticle. Equation is:

o= e

where (U, v, W)j is wind vectors at gridJ and rj is the distance betwegmarticleand grid I

An important part othe PASprogram is this one simulatirte displacement othe particledue tothe diffusion
phenomena. We have implementaa algorithms for this purpose.

The first one considersBrownian Model. The fluctuation stepare calculated by simpledistribution function
which has a standard deviation:

Oj :,/thiT where — X Y,Z

Ki are derived from the Pasquill-Gifford theory[PASQUILL83]according to the

atmospheric stability category deiined from routine measuremeniBhe mathematical expression for the
diffusion coefficients ar¢he following ones:

Ko e Ky = ppy,s K, = pp s

The diffusion coefficient



The values forthe parametery/y ,d y yy a & Y,,A, areprovided bythe experence and depend on the

stability conditions. |rJ " representshe wind velocity athe particle poinand S givesthe distance ofthe particle

from the emission point.

Therandom valuegor the displacements oeach directiorhave beerobtained by aandom numbergenerator
following a Brownian law. So weyill have for AX, Ay, AZ the mathematicakxpressions:

= BRTR]  y= PR az= PR [R)

I_RJi represents a Brownian distribution function witle threeseries generated for each directioging
independent.

The numericamodel in PAS employs a uniform distribution function in ordeaceleratehe calculations. After
thesemodifications the expressions fddX, AY, AZ pecome:

= FRTRIY ay= pRT*[R[7 nz= KT R]

For computingthe concentration ofhe pollutant at each domain point, a Monte-Carlo Methodbeas utilized.
We consider a greaiumber ofparticles that wéollow during their displacements. We associatedohparticle a
weight expressed on kg for example. Aftagiveen period otime we compute the number pérticles present on
each gridcell and the pollutant concentration ahe consideringpoint can be calculated. Wwill repeat this
operation several times and awerage forthe concentrationvalue will be calculated imrder tohave a better
approach othe reality.

The Monte-Carlo method permitted a parallelizatiothef PASprogram to bedone withoutdifficulties. The code
parallelization has been done bgnsideringthe particles set wich hasbeendivided intosub-setsEach sub-set
has beerdealtwith by one processor. Scset ofprocessordhas been used fdine program runs.

The execution model was SPMD and MPI library has he#red inorder to assure therogramportability. Our
objectives werefirst to reducethe execution times and secondly tmprove the accuracy ofthe nodel by
increasingthe number of particles considered.The following table presents some resultsbtained after the
parallelization ofthe program on CRAY T3E of CNRS-IDRIS at Orsay.

Number of Execution time | Efficiency (%) | Speed-Up
processors (s)

1 400.55 100.00 1.0

2 211.53 94.68 19

4 107.41 93.51 3.73

5 85.67 93.23 4.68

8 56.22 89.06 7.13

10 45.96 87.16 8.72

20 28.39 70.55 14.11

The secand alaorithm we have impnlemented for smulatina the diff uson phenomena is basedon the fr actional



1 a
displacement due tahe dispersion does not depend onl F but the dependency islike T

where 0.5<a <1 in the case of atmospheric dispersion. Richardqumoposedthe value of 0.66
[Richardson26].

With this new model, the mathematicabdel becomes:

p= @R R] ty= BRR] o2= R

where |_RJ indicates a random number distributed followinfgaational Brownian law. Fig. 5 and éxplain the
differences existing between a Brownian diffusion and a fractional Brownian one.

Brownian Motion

Particle Displacemant

Number of Steps

Fig. 5: Particledisplacement stays "close" to zero udingBrownian model.

Fractional Brownian Motion
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Fig. 6: Particledisplacementre greater usinghe Fractional Brownian mwdel.

As one can see, the distance of padicle following a fractional Brownian distributioritom the initial point is
greater than that of ormarticle following a Brownian distribution. Irother terms,the particles cloud irthe first
case will bemore extended that this one the second case.
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» Mandelbrot algorithm
» Algorithm proposed byChanand Wood using FFT

The second one being mae#icient and faster thatie first, it hasbeen utilizedfor our simulations.The results
obtained in term of parallelizatiaispeed-Upand Efficiency)with the fractional Brownian radel are asgood as
those obtained with the Brownian model. The execution timéseoPAS program withthe fractional Brownian
algorithmare greater than the execution times with Brownian onethmmew model permitted us to improve the
accuracy osimulation, validated with SIESTA experiments.

6 SIESTA Experiments and Modelvalidation

The aim ofthe project named SIESTASE; | nternationaExperiments irSTagnantAir) was toobtain knowledge
of the generahature ofthe turbulence, advection and atmospheric dispergBassmann86].

The SIESTAExperimentshave taken place in a $8 region @Aare Valley). Thedimensions ofour study

domainwere 30 km onX-direction, 30 km on Y-direction and 1108eters onthe verticaldirection (with 120

points on X and Y and 22 points &). For studying ofthe atnospheric dispersion,SF tracerhasbeenused.
A

This is a chemically stable and non-toxic gas.

For the validation obur dispersion model, waaveconsideredhe day of November30, 1986. During this day a
weak south-west winchas been noticed artkde general atospheric conditionsvere stableFor the simulations,
the period oftime from 8 a.m. to 2 p.m(let be 6hours inall) hasbeen considered. During this period some
meteorological stationlsaveprovided data concernirthe wind speed anthe wind direction. Atthe same time,
the coordinates ofthe points wherethese measurementdiave beentaken, have beengiven. With these
meteorologicaldata we havesimulatedthe windfield ateach 30minutes. This windfield hasssumed to be
constant during the 30 minutes following. So heecomputed 12 windfield at all.

Consequently, with these 12 windfields thaveobtained 12 tracerlouds, providinghe position of SFG tracer

at each end dahe period. By SIESTA Experiments, weave beergiven the values oftracer concentration at a
given number of domain grid. lrorder to comparéhe accuracy of our twanodels (Brownian model and
fractional Brownian model), wdave computedthe distance betweenhe correspondingtracer points (real
measurements and values obtained by simulation wittwihenodels). The formulased is the followingne:

diSBetween_cloudsz 1:0ncen'£al - Ccmcerg%mulated |
all _ points

By applying this formula in our two cases, Wwave obtainedwith the Brownian model alistance which were
greater than this one obtainedth the fractional Brownian radel allowing us tdhave a bettedescription of the
reality with the fractional Brownian odel.

The two colour images given the appendix presetite position ofthe tracercloud at 2p.m. calculatedwith the
Brownian model (file brownorm.ps) and the fractional Brownian model (file browfrac.ps), respectively.

7 Experimentation

The functionality of anapproach ashe one presented in thipaper becomes most obvious by giving a
demonstration.Therefore wehave added a videodocumentation ofthe demonstrationgiven atthe oral
presentation of this paper (files demo.mpg and demo.avi, whidorns legible). It can be viewedvith many
video tools eq. with a standard MPE®layer. A version of this demonstration includian audio eplanation



The parallelization of different modules allowed us to obtdiigh performanceroduct by decreasingbviously
the running times. Athe sametime, the choice to parallelize bysingthe MPI library made our systeiportable.

The agent-oriented approageems to be a powerftéchnologywhoseimportance will probably riseuring the
next decades. It is currenthpplied as a basitechnology ofthree different projects withinthe Department of
Knowledge Engineeringand Numeric at Stuttgart, including r@al-world project to monitoand simulate the
dispersion ofadioactivity within anemergency system in case afuglear accident.
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