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HighlightsHighlights

We evaluated the system using microWe evaluated the system using micro--
benchmarks, kernels, and applications from benchmarks, kernels, and applications from 
important DOE areas.important DOE areas.

The Cray XT3 is a wellThe Cray XT3 is a well--balanced platform and it balanced platform and it 
is demonstrating strong performance for diverse is demonstrating strong performance for diverse 
DOE application workloadsDOE application workloads
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Architecture Evaluation Project Architecture Evaluation Project 
at ORNLat ORNL

Evaluation goalsEvaluation goals
– Determine most effective approaches for using a system
– Evaluate benchmark and application performance, both absolute 

and relative to other systems
– Predict scalability, both processor counts and problem size
– Focus on DOE apps, esp. Office of Science

Hierarchical, staged approachHierarchical, staged approach
– Microbenchmarks
– Kernels
– Applications from important DOE application areas

Recent examples:Recent examples:
– Cray X1(E) and XD1, SGI Altix 3700, IBM p690 w/ HPS
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XT3 at ORNL: JaguarXT3 at ORNL: Jaguar

5294 nodes5294 nodes
– 5212 compute nodes
– 82 I/O and login nodes

Each nodeEach node
– 2.4 GHz Opteron
– 2GB RAM

14x16x24 topology14x16x24 topology
– torus in first and third dimensions when data was 

collected
56 cabinets56 cabinets
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The Cray XT3: SoftwareThe Cray XT3: Software

CatamountCatamount lightweight kernel on compute nodeslightweight kernel on compute nodes
– Single process (single thread)
– No demand-paged virtual memory
– POSIX-like system call interface

– Linux on login and I/O nodes

PortalsPortals data movement layerdata movement layer
– Connectionless, reliable, in-order delivery
– One-sided and two-sided communication models
– MPI is implemented on Portals

AMD Core Math Library (AMD Core Math Library (ACMLACML) ) 
LustreLustre parallel file systemparallel file system



Application PerformanceApplication Performance
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Applications at DOE and ORNLApplications at DOE and ORNL

SciDAC
Astrophysics

Genomes
to Life 

Nanophase Materials SciDAC Climate

SciDAC
Chemistry

SciDAC 
Fusion
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Climate ModelingClimate Modeling

Community Climate System ModelCommunity Climate System Model
(CCSM) is the primary model for (CCSM) is the primary model for 

global climate simulation in the USAglobal climate simulation in the USA

Running Intergovernmental Panel on Running Intergovernmental Panel on 
Climate Change (IPCC) experimentsClimate Change (IPCC) experiments

Economist, 13 Nov 2004
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CCSM Ocean Model: POPCCSM Ocean Model: POP
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POP: POP: BaroclinicBaroclinic phasephase

BaroclinicBaroclinic phasephase
Usually scales Usually scales 
wellwell
XT3 performance XT3 performance 
similar to SGI similar to SGI 
AltixAltix
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POP: POP: BarotropicBarotropic phasephase

BarotropicBarotropic phasephase
Usually scales poorly Usually scales poorly 
–– it becomes latency it becomes latency 
boundbound
Cost does not Cost does not 
increase significantly increase significantly 
for XT3for XT3
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FusionFusion

Modeling Modeling tokamaktokamak plasma plasma 
behavior are necessary for the behavior are necessary for the 
design of large scale reactor design of large scale reactor 
devices (like ITER)devices (like ITER)

Multiple apps simulate various Multiple apps simulate various 
phenomena w/ different phenomena w/ different 
algorithmsalgorithms
– GYRO
– NIMROD
– AORSA3D
– GTC

Economist, 2 July 2005
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Fusion: GYROFusion: GYRO

Communication Communication 
dominated by dominated by 
simultaneous allsimultaneous all--toto--
alls over process alls over process 
subsub--groupsgroups

MicroMicro--turbulence simulationturbulence simulation
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Fusion Fusion -- AORSA<2D,3D>AORSA<2D,3D>

RfRf--heating of plasma heating of plasma 
in in tokamaktokamak
– All Orders Spectral 

Algorithm

Time dominated by Time dominated by 
dense linear solver.dense linear solver.

SWIMSWIM
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Computational Biology usingComputational Biology using
Molecular ModelingMolecular Modeling

The structure, dynamics and function of The structure, dynamics and function of 
biomolecular complexes are interbiomolecular complexes are inter--relatedrelated

Various aspects of biomolecules Various aspects of biomolecules 
structure and function span multiple structure and function span multiple 
scales of time and lengthscales of time and length

Wide community of biologist are Wide community of biologist are 
interested in the multiinterested in the multi--scale modeling of scale modeling of 
biomoleculesbiomolecules

MultiMulti--scale modeling of a real system scale modeling of a real system 
may require 1 petamay require 1 peta--flop/s for an entire flop/s for an entire 
year!year!

Scaling of existing software packages Scaling of existing software packages 
and algorithms is limitedand algorithms is limited
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AMBERAMBER

Nearly 74K Nearly 74K 
atomsatoms
Good XT3 Good XT3 
throughput, throughput, 
but sharp but sharp 
knee at 1K knee at 1K 
processorsprocessors
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FAQFAQ

Do you consider TCO in your evaluation?Do you consider TCO in your evaluation?
– Yes, but we cannot share that information in this forum

How do you know that your applications are fully optimized?How do you know that your applications are fully optimized?
– How does any developer know that he has finished optimizing an application? ☺
– We work closely with the applications teams and systems developers to improve our 

probabilities
– We are developing a performance modeling and analysis toolkit to help developers 

understand potential optimizations

How did you select the applications?How did you select the applications?
– We selected applications based on their role in DOE, availability, portability, and ability to 

represent computational characteristics
– Other applications have demonstrated similar results.
– Our workload is constantly evolving in contrast to some other agencies

The Cray X1(E) appears to perform well on the applications you lThe Cray X1(E) appears to perform well on the applications you listed, so why arenisted, so why aren’’t t 
you pursuing that option for leadership computing?you pursuing that option for leadership computing?

– Vector supercomputers can provide substantial performance benefits for some applications
– Those applications that do not vectorize well, generally perform *very* poorly
– In other words, the system has poor performance stability across a diverse range of 

applications
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SummarySummary

DOE has deployed a 5,294DOE has deployed a 5,294--processor, 25 processor, 25 TFlopTFlop Cray XT3 at Oak Cray XT3 at Oak 
Ridge National Laboratory Ridge National Laboratory 

We evaluated the system using microWe evaluated the system using micro--benchmarks, kernel, and benchmarks, kernel, and 
applications from important DOE areasapplications from important DOE areas
– Competitive scalar performance
– Strong interconnect bandwidth with respect to other microprocessor-

based systems
– Good scaling behavior

The Cray XT3 is a wellThe Cray XT3 is a well--balanced platform and it is demonstrating balanced platform and it is demonstrating 
strong performance for diverse DOE application workloadsstrong performance for diverse DOE application workloads

Continued workContinued work
– Optimizations to software, system software
– Additional applications
– Preparation for 100T, 250T, 1PF systems
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Compute Kernel Performance Compute Kernel Performance 

(More results shown tomorrow at Jeff Kuehn(More results shown tomorrow at Jeff Kuehn’’s HPCC talk.)s HPCC talk.)
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Matrix MultiplyMatrix Multiply
Vendor DGEMMVendor DGEMM

4.4 GFLOPS

@matdim 1600; 
91.6% peak
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Vendor FFTVendor FFT



Communication Kernel PerformanceCommunication Kernel Performance

Using Intel MPI Benchmark Suite 2.3Using Intel MPI Benchmark Suite 2.3
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MPI: MPI: PingPongPingPong LatencyLatency

Null msg latency ~6us
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MPI: MPI: PingPongPingPong BandwidthBandwidth

Max ~1.1 GB/s at ~64KB
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