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Abstract:

Lustre[1] is an open source, high-performance, ritistted file system from
Cluster File Systems, Inc. designed to addres®pagnce and scalability for
storage and I/O within Cray supercomputers. A coasible number of high-
performance parallel Lustre file systems for supetputers and commodity
compute clusters are available today. This papdrdiscuss Cray's history with
Lustre, the current state of Lustre, and Cray'sttaiplans for the future. We will
also provide recent performance results on a Crag Xupercomputer, showing
both scalability and achieved performance.
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1 Introduction

There are a number of ways to classify paralleh @atess and distributed file systems.
However, distributed file system is a generic téoma client/server file system
architecture where the data resides on a remotdqdmace). Generally, distributed file
systems could be classified into three main categoclient-server-based network file
systems (like NFS and AFS), Storage Area NetwoANNHfile systems, and parallel file
systems.

NFS is the most common distributed file systemsayodt is easy to deploy and manage,
works across a most operating systems, and miceremigigh-end NFS storage generally
has advanced data management capabilities, ingwthapshots. However, NFS is best
used in creating an external pool of storage ugedray machines and other servers for
shared, managed data.

Shared-disk file systems usually rely on Fibre Gleu$torage Area Networks to provide
access to a shared disk or Logical Unit Number ().UNe file systems that could fall
into this category are the Red Hat Global File 8&ys{GFS), IBM’s General Parallel File
System (GPFS), SGI's CxFS, and Terrascale’s Tadagftware.

Parallel file systems rely on I/O nodes to prowiitk access for both data and metadata
to the clients from the rest of MPP or cluster systThe main advantage of parallel file



systems is that they provide excellent scalabititg, ability to distribute large files across
a number of /0 nodes, and a global name spaceer@gn for metadata operations
parallel file systems utilize dedicated Meta-Dagav@rs (MDS). Actual data transfers,
once file information and locks are obtained frava MDS, occur directly between
clients and 1/0 nodes (in case of Lustre, Objeot&fe Servers — OSTs). The file
systems that could fall into this category are teisrgonne’s Parallel Virtual File
System (PVFS), IBRIX Fusion, and others.

Lustre is an open source file system developedaadtained by Cluster File Systems,
Inc. The largest Lustre installation is on Red 8tslystem at Sandia National
Laboratories (SNL). Cray XT3 system [2] is the coenafalized version of the Red
Storm system. This paper discusses Lustre fileegygterformance and methods used to
measure 1/O performance on a Cray XT3 supercomputer



1.1. I/O Tests Used

As the popularity of commodity compute clusters 8P supercomputers has grown in
recent years many new I/O benchmarking tools haea loeveloped and adapted to
measure various aspects of parallel I/O file penfomce. There are many different
aspects of a file system that could be evaluateavayer, we concentrated on collective
I/O since it is a common I/O pattern in which IQoerformed by all nodes taking part in
a job. This is common when a single file is usedhgyentire job. The Lustre architecture
will utilize the aggregate bandwidth availablewall-tuned installations this should be
close to the sum of the bandwidth offered by &l $ervers (OSTs). The bandwidth
available to individual clients is usually limiteat by the 1/O servers, but by the network
and attainable client file system performance. Toimize the impact of the back-end
RAID (Redundant Array of Independent/Inexpensiveks) system latencies (such as
disk drive mechanical delays) and to evaluate ltusdre file system performance, Imdd
[3] was chosen. Also, we looked into maximum waitel read performance for the large
number of sequential I/O streams using the wellMm&OR benchmark [4], which

should be demanding on the backend RAID subsystem.

The Imdd test is a simple /0O benchmark based aw tith command that measures
sequential and random 1I/O. It does not use the MgsPassing Interface (MPI), which
makes it suitable to be run on both Catamount naddd.inux (login) nodes. Catamount
[5] is lightweight microkernel running on computedes.

The IOR test is a parallel file system benchmankettgped by the Scalable 1/0 Project
(SIOP) at Lawrence Livermore National LaboratorizKIL) [6]. This program performs
parallel writes and reads to and from a file usufjl-1O therefore, it could be run only
on Catamount nodes since login nodes do not supffekt Generally, IOR is used to
generate three main file access patterns: filppmress, segmented access, and strided
access pattern. In our tests we used segmentessasbere each process writes (reads)
to its own segment of a large shared file.

1.2. Lustre configuration on Cray XT3 supercomputer

Users are free to deploy Lustre (open source) eténdware and storage of their choice.
The Cray XT3 architecture consists of data RAIDsnaxted directly to 1/0O blades
running Object Storage Targets (OSTSs). I/0O bladegle on the high-speed Cray
interconnect. The Lustre file system manages ti@rsg of file operations across OSTs
(RAIDs). This scalable I/0O architecture enabled@uers to configure the Cray XT3

with desired bandwidth by selecting the appropmateber of OSTs and RAIDs. It gives
users and applications access to a filesystemfildtiames that are uniform and global
across all compute nodes.

Most of the storage solutions work well with snralimbers of clients however, very few
work well once the client count increases. A stg@dormance characteristic is typical
issue of concern when many clients create files smgle directory. The ability of the

file system to handle a flood of I/O or metadaiguests that can be initiated by all clients



simultaneously is very important. The Lustre ligrdiblustre.a) is linked directly into
applications running on the compute Catamount nDdéa moves directly between
applications space and the Lustre servers (OST)mzing the need for additional data

copying.

The Cray XT3 combines the scalability of Catamdundtre clients with the /0O
performance scaling to the aggregate bandwidtHablaifrom all OSTs. This storage
solution allows for growth through additional OSArdd resizing the file systems. Lustre
file system does not introduce limitations on §lees or file system sizes. The limit is
available physical space or up & Blocks for both, file and file system size, whicae

is less.
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Figure 1.1 illustrates the XT3 system Lustre |/©hétecture. File data is stored as storage
objects on the OSTs while metadata is stored oetadata server (MDS). MDS and
OSTs currently run 2.4 Linux kernel. Catamount cateprodes use liblustre to access
both metadata server and OSTs over the high-spesdn@twork using portals. Back-

end RAID systems are connected to the MDS and @Sihg point-to-point Fibre

Channel links.

2 Redated Work

A lot of work has been done in the area of Lusedgymance troubleshooting and
testing. However, Lustre implementation on Cray X¥8tems is slightly different than
on the Linux platform. The Cray XT3 supercompugeoptimized for CPU intensive
workloads utilizing Catamount (lightweight microketf). Since, Catamount supports a
reduced number of system calls, Lustre client iglé@mented in liblustre library, which is
statically linked in at compile-time. Liblustre g&s Lustre I/O calls via portals to



appropriate OSTs utilizing Lustre RPC and Remote@iMemory Access (RDMA)
facilities. This specific implementation does nthbwa I/O buffering on the Lustre client
(Catamount) node. Therefore, I/0O requests are seigilg executed. Average 1/O delay
(protocol overhead) associated with Lustre is apprately 1 millisecond for read and
about 3 milliseconds for write requests. Howeuee, ltustre client implementation is
going to change significantly with Linux on compuikede in future v.1.4.xx software
releases, which is implemented using 2.6 Linux &erhis expected to have latencies
significantly reduced for writes due to I/O buffagion the client (compute) node.

If an I/O operation, on a XT3 system, is stripetbas multiple OSTs, each I/O request is
segmented by liblustre to 1MB (which is Lustre d#f&PC transfer size) and all the
requests are sent to the appropriate OSTs simoliahe Therefore, for large size I/O
requests to a big shared file, it would be advaedag to configure the Lustre file system
with as large number of OSTs as possible. Howelvararge number of smaller files are
accessed by an application running on number cdr@atint nodes, then the stripe count
could be setto 1 or 2. We observed no I/O buftean the OST side either. All I/O
requests are sent to the back-end RAID. Henceppoave write performance write-back
cache should be enabled although the command ctergtégus is returned to the client
before the data is actually written to the media.

We traced and analyzed I/O timings and bandwidimfthe user space on a Catamount
node all the way to the back-end RAID controlleovHmuch 1/0O bandwidth an
application running on a Catamount node is ablgit@ze depends on the size and the
type of the 1/0 and Lustre file system configuratio

3 LustreFile System Performance

The main goal was to test Lustre file system penforce minimizing the influence of the
back-end storage (RAID).

3.1 Lustreand back-end RAID system

A RAID system is an electro-mechanical system uesexdore (retrieve) data to (from) the
permanent storage media. Due to the mechanicalenatuhe disk drives at the back-end
of the RAID controller, I/O timings could be verppredictable. Generally, an average
I/O performance could be considered but even tedbpnance could deteriorate over
time due to a number of various factors such adifdgmentation, disk drive grown
defects, etc.

With this is mind among the other available telstgld, was chosen and test parameters
set to measure Lustre file system performancebgstvely as possible, minimizing the
impact of the disk drives. Ideally, to test filessgm performance we would like to send
file I/O to a solid-state disk drive, which was @oailable to us. Ultimately, file system
performance does not depend on the LBAs (LogicatBIAddress) where the data are
read from or written to considering the liblustreethead associated with each
transaction (1 msec for reads and 3 msec for Wrifdais, writing and reading



sequentially from a single file should mask mecbalnand other latencies of the back-
end RAID controller.

As mentioned previously, Lustre file system perfante depends on the Lustre
configuration. We run I/O benchmarking tests foalage of 1/0 request sizes (4kB, ...
16MB), number of clients (1, ... 256 clients), anamner of OSTs (1, ... 11 OSTs). I/O
performance depends on whether the applicationsisgke large shared file or large
number of smaller files. For optimal performancestire file system should be
configured differently changing stripe count paréene

For accessing large number of smaller files thekwmgrdirectory should be set to stripe
count of one or two while for accessing small nundidarge shared files the stripe
count should be as large as possible. In either stape size should be set to 1MB since
this is the largest Lustre RPC transfer size on Xys&em. The Ifs commands in the
following example are used to set or view file/digey properties:

Ifs setstripe /lus/directory-name/file-name 104895756
Ifs find -v /lus/ directory-name/file-name

3.2 Oveview: RAID 3vs. RAID 5

RAID Level 3 also known as RAID 3 (Figure 3.1) iztls byte-level striping across date
disks with dedicated parity drive. Hardware acedtarmay be used in some high-end
systems to improve performance (calculate parityvigtes and reads). Exact number of
bytes sent in each stripe depends on the particuf@dementation. On some RAID 3
systems stripe size could be set to match speafiaccess pattern. Any single disk
failure in the array can be tolerated data couldeisalculated using parity information.

Files striped Dedicated
byte-level parity disk
across all disks
Unused
disk space
RAID level 3

Figure 3.1

RAID Level 5 or simply RAID 5 (Figure 3.2) is theast common RAID level used
today. It uses block-level striping with distribdtparity. The stripe size could be set to a
desired value, usually between 64kB and 256kB. tigth systems use hardware
accelerator to calculate parity for writes and stimes for reads.

Distributed
parity
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(common
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64kB - 256kB) Unused

disk space

RAID level 5

Figure 3.2




Distributed parity algorithm is used to write datad parity blocks across all the drives in
the array eliminating the bottleneck associateth wédicated parity drive. RAID 5
architecture tolerates any single disk failurehia array; data is recalculated using parity

information.
4 Lustreperformancetest results

In this chapter we will discuss the Lustre peakKgemance for sequential I/O, multiple
sequential streams I/O access patterns, Lustringcahd achieved 1/0O bandwidth using

RAID 3 and RAID 5 system.

4.1 SingleOST (RAID 3) Lustre sequential 1/0 performance

Figures 4.1 and 4.2 show Lustre read and writeop@idnce to a single OST from one to
256 Catamount clients while varying I/O requesésitom 4kB to 16MB. Indeed, read

performance graph (Figure14.shows almost ideal behavior.

Lustre read performance, Imdd, 1 OST
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Back-end RAID 3 system is lightly loaded, receiviig requests from only one out of
eight available Fibre Channel ports. It is needetea as two Catamount clients to

saturate the back-end Fibre Channel link.



Lustre write performance, Imdd, 1 OST
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The theoretical bandwidth to a single OST is 200/84B however, we achieved 188
MB/sec for reads and 180 MB/sec for writes. Twdotar Catamount clients could easily
saturate an OST and Fibre Channel link.

4.2 Eight OSTs(RAID 3) Lustre sequential 1/0 performance

Figures 4.3 and 4.4 demonstrate Lustre read artd beindwidth to eight OSTs using the
same configuration and I/O sizes as in the previesis (Figures 4.1 and 4.2). The
theoretical bandwidth is 1600 MB/sec. Yet, I/O thghput for reads achieved over 93%
of the theoretically available bandwidth mostly daeache hits on the back-end RAID
controller. All clients read the same file therefoonly the first read request goes to the
disk and every subsequent read is the RAID cadhdis is perfectly acceptable since
the file system on the Catamount or OST nodes doedo any caching. However, that
might change once transition to Linux 2.6 kernehede. Write performance achieved
slightly above 1300 MB/sec, which is very reasonaliVe have to remember that
overhead associated with write requests is thmeestihigher than that for read requests.
Also, every write request is preceded and followgdhe ext3 file system journaling
information. All the clients write to the same fdgerwriting the same file many times.
Therefore, the disk seeks are kept at bare miniewen though every write request goes
to the back-end disk. Since, every client’'s wreégquest is accompanied by two journaling
write requests, that becomes significant loaddogé number of clients (more than 64).
The performance is noticeably affected for the ewéquest sizes between 64kB and
1MB.



Lustre read performance, Imdd, 8 OSTs
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Lustre write performance, Imdd, 8 OSTs
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4.3 Eleven OSTs(RAID 3) Lustre sequential 1/0 performance

Figures 4.5 and 4.6 display Lustre read and witeughput for 11 OSTs (stripe count).

The same test setup was used in this case asheltheoretical throughput in this case
is 1600 MB/sec. However, we slightly exceeded 18BJsec, which is better than 90%.
Write performance results were consistent withpiteious write test for 8 OSTs results
(Figure 4.4); we achieved more than 1300 MB/sec.



Lustre read performance, Imdd, 11 OSTs
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In general, it could be said that the Lustre filestem performs satisfactory and scales
well with the number of OSTs. We consistently exisze90% of the theoretical
bandwidth for the reads while the writes were ald@%6 slower than the reads. As we
mentioned before the 10% performance degradatiold dee attributed to the ext3 file
system overhead associated with writing the exi8jaling information and segmenting
every write further to 128kB segments before semdito the back-end RAID. We
changed the Fibre Channel driver parameter to aljie@ater write sizes. However, we
managed to increase write sizes only to 256kBppears that further Fibre Channel
request size increase could not be done easilyefleless, it has to be mentioned that
all the tests were done on XT3 OS version 1.3.xkwe expect to see improvement in
I/O performance once 2.6 Linux kernel based reléateax becomes available.



Lustre write performance, Imdd, 11 OSTs
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4.4 Eleven OSTs(RAID 3) Lustrerandom I/O performance

So far all the tests were executed using back-tardge system configured for RAID 3.
This should maximize 1/0O performance for the lasggquential /0 requests. However, it
would be interesting to see the Lustre performamzkthe influence of RAID 3 back-end
storage system for large number of sequential t/f€ams. This induces great deal of
stress to the back-end RAID controller.

Figures 4.7 and 4.8 present Lustre file systenpk@ormance for 11 OSTs. However,
this time we were testing write and read perforneamsing IOR test suite that generates
multiple streams of sequential read and write retgué\ctually, in this test, every
Catamount client reads and writes to its own piith@ shared file. This form the RAID
point of view amounts to a quasi-random I/O traffiben the large number of clients
generates the 1/O requests. It is interesting\lale in the pervious, Imdd, test case we
were exceeding 2 GB/sec for reads and got clode8tGB/sec for writes, the peak
performance for pseudo-random writes was slightlpl 1.6 GB/sec. Apparently, even
though the write-back cache mostly compensatethiofrandomness” of the write
requests we still see some performance impactaloeethanical latencies associated
with the back-end disk drives.

However, quasi-random reads have even more draimgiact on the overall I/0
performance. While we were reading mostly fromdhehe in the previous example
(Figure 4.5), this time (Figure 4.8) if we readrhgre than 16 clients the peak



performance drops from slightly above 1.4 GB/se6d0 - 800 MB/sec on average. This
test is done using the factory default read préfettting of x8. This dramatic drop in
performance could be attributed to read cache migsEshing). The actual data have to
be read from the disk before it could be sent éolihstre client. Read look-ahead
algorithm could not compensate for the “randomne$she read requests. Thus, it could
be concluded that the aggregate bandwidth for #o&-end storage system with its
current configuration is about 800 MB/sec. Thial®ut 50% lower than the theoretical
bandwidth for that RAID. It is well know fact thR¥AID 3 has good but not excellent
random read performance and this test exposeccakmness.

Lustre write performance, IOR, 11 OSTs
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Lustre read performance, IOR, 11 OSTs
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45 Tuning RAID 5 performance

Initial testing revealed that factory default sggs on RAID 5 box were not adequate for
the XT3 Lustre file system. Even though, I/O peariance for read requests (Figure 4.9)
performed satisfactorily, writes (Figure 4.10) warere than 50% slower than the reads.

Therefore we had “tweak” the controller settingsmprove write performance.



Untuned RAID 5, read, Imdd, 8 OSTs
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Lustre write performance, RAID 5, Imdd, 8 OSTs
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We found that the performance issue was due t@wack cache utilization was too low
(watermarks were set too low) and the data layauhe disk drive had match the cache
segment alignment. Also there were some othemngstthat less impacted the write
performance. Carefully, tuning the controller wenaged to boost write performance
from 683 MB/sec to more than 1.4 GB/sec (see Fgdre0 and 4.11). At the same time
read performance (Figures 4.9 and 4.12) improvedaihough not significantly.



4.6 Eight OSTs(RAID 5) Lustre sequential 1/0 performance

However, it would be interesting to compare thettaiperformance for RAID 5 system
to the previously tested RAID 3 box. Since, the BAlwas attached to a smaller system
we could not obtain the performance numbers ford#8256 Catamount clients.
However, we still could compare the results ushegpreviously obtained test results by
looking only up to 64 Catamount nodes.

Figures 4.11 and 4.12 illustrate Lustre write agabrperformance, respectively, for 8
OSTs. Although, write bandwidth slightly exceededl GB/sec (out of 1.6 GB/sec of the
theoretical bandwidth for the RAID 5 system) thad@erformance was excellent
exceeding 1.55 GB/sec, which is better than 96%@theoretical bandwidth.

Therefore, similar Lustre performance could be eatd using both RAID 3 and RAID 5
storage systems. However, RAID 5 systems tend tedseexpensive to the comparable
RAID 3 systems. During preliminary testing for ranal I/O, RAID 5 outperformed
significantly RAID 3 system. However, further tesfiis needed to get complete and
accurate picture about Lustre performance usingCRAsystem.

Lustre write performance, RAID 5, Imdd, 8 OSTs
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Lustre read performance, RAID 5, Imdd, 8 OSTs
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4.7 Lustrescaling

Figures 4.13 and 4.14 show how the Lustre perfoomacales as the number of OSTs
increases from one to 11 OSTSs. In this test wemgdted to minimize the impact of the
back-end RAID thus, maximizing the cache utilizatfor both reads and writes. To
achieve that we used Imdd with the same settings section 4.1. All clients overwrite
the same LBAs many times to minimize the disk dmexchanical latencies. Also, all
clients read the same file therefore, only the fiead request goes to the disk and every
subsequent read is the controller cache hit.

The obtained test results are depicted on thedgydrl3 and 4.14. As it could be
observed, the Lustre file system scales well indekedvever, further research should be
done to investigate various 1/O access patterdiffierent Lustre configurations.
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Read performance scaling
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5 Conclusion

The test results presented in this paper reveathlbd_ustre file system implementation
on the Cray XT3 system performs generally well.ttei§ile system performance should
not depend on the type of I/O traffic since softever many times faster compared to the
back-end RAID mechanical latencies. Whether ieguential, quasi-random, or random,
the overall I/O performance may be significantlifetent depending on the 1/O traffic
access patterns. Thus, for the random reads, gralbV/O throughput is heavily
(negatively) influenced by the back-end RAID 3 pemiance. Therefore, further research



needs to be done to explore ways to improve (tR#dpD (especially RAID 3) system
performance mainly for the random I/O requests.

Further testing could be done using Solid Stat& Bis/e (SSD) for the back-end
storage. This approach would eliminate delays astmtwith the disk drive mechanical
latencies and emphasize the real Lustre file sysperiormance. However, we attempted
to achieve that by selecting the 1/O test and cingathe parameters that would minimize
the disk drive seek and rotational latencies. Aap#dpproach would be to configure
RAMDISK on the OSTs thus, eliminating completelypié Channel and RAID influence
on the file system performance.

Nevertheless, to minimize the latencies associatgdwriting the ext3 file system
journaling information, couple of avenues couldelaplored, form writing the ext3
journaling information onto a remote node to cregta RAMDISK and mirroring it to
the associated LUN. However, those options migiieiaeir own issues too.
Undeniably, further research needs to be donertbduimprove Lustre 1/0 performance
and address some of the previously mentioned issues
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