System Monitoring Using NAGIOS, Cacti, and Prism.

Thomas Davis, NERSC and David Skinner, NERSC

ABSTRACT: NERSC uses three Opensource projects and one internal project to
provide systems fault and performance monitoring. These three projects are NAGIOS,

Cacti, and Prism.

1. Introduction

Nagios , Cacti, and Prism are part of the core
Operational Monitoring strategy at NERSC.

2. What is Nagios?

Nagios is a fault monitoring software package with
plugin support. The plugin support allows one to create
methods of monitoring that are specific to a system, or
business/contract logic.

2.1 Where/How do I get it?

You can download it from http://www.nagios.org/.
Some Linux distributions (ie, Fedora) already have it in
the repositories, allowing a binary install.

2.2 How does it work?

By using 'plugins’, it can monitor, notify, and
acknowledge when faults occur. Can return 3 possible
exit states — OK, WARNING, and CRITICAL. The
plugin can also return a text message, stating what the
condition means.

2.2 What can I do with it?

You can watch for network, process, hardware and
software faults. You can also collect data for processing
by other utilities.

Notifications can be sent based on date, time, or
severity.

3. What is Cacti?

Cacti is performance monitoring tool based on a
LAMP stack (Linux/Apache/MySQL/PHP) and RRD
(Round Robin Database). It can collect, manage and
display graphs of collected data.

3.1 Where/How do I get Cacti?

Cacti is available from http://cacti.net.  Some
distributions (ie, Fedora) also supply a version in their
repositories. However, and important architecture plugin
feature of cacti has to be patched in.

3.2 How does Cacti work?

Cacti uses Round Robin Databases (RRD) and
MySQL database technologies to store collected
information. MySQL and PHP is used to provide a
graphical, web based interface to the RRD databases.
Rrd database technology was popularized in the widely
known MRTG graphing project.

Cacti takes MRTG configuration to a whole new
level — it provides a 'click-and-point' interface to RRD's.
A user can easily define, graph, and track over time many
different devices without editing a configuration file
using an editor.

3.3 What can I do with it?
Cacti is extendable, and user driven. The limits are

4. What is PRISM?

Prism is a project that collects data from varios
NAGIOS systems using RDF, and then displays the
results in an aggregated form.

4.1 How do I get PRISM?

4.2 How does it work?

Using RDF/XML/RSS feeds from nagios, it collects,
processes, and creates a color coded, simplified display of
system status, allowing quick, easy visual notification of
faults.
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4.2 What can I do with it?

Prism allows the grouping of several NAGIOS (in
NERSC's case, 9 displays) into one display. This allows
'at-a-glance' status checks.

5. Examples of Nagios/Cacti/PRISM usage

5.1 Nagios fault monitoring of DDN controllers and

drives.

@ - Fenkin Nagios- Mosills Frsox Ta =

File Edit View History Bookmarks Tools Help

@ - | 4 [[e]l https://localhost:8080/nagios/ v | [[Cv Q)

Most Visitedv [6|Release Notes EiFedora Project~ BiRed Hatv EiFree Contentv

o] Franklin Nagios % | cacti X v
DON OK: Nofaulisfound. |~

H piluz  DDNFAULT — OK 04-29-2009 22:35:43 20230 O 39 113 Right Rear 26C Left
ﬂag 10S e e Reara0C Fan Conrol 21

PING OK - Packetloss =

PING oK. 04-20-2000 22:39:45 234 5h 49m 425 113 0% RTA= 044 ms

General

DDN OK: SES Temps

camzul  DDNFAUT {3OK 04-29-2009 223545 2028 Om 475 18

/AD:42C 16E/1E 40
165/15:34C 16B/1B:41C
o Right Rear35C Left
Hostgroup Overview Rear:38C Fan Control 26C
Hostgroup i = PING OK - Packet o5 =
Hostgroup Grid PING oK 04-29-2009 22:37:33 2150 1003m 545 113 o o o
group Overvi
grou m: DDN OK: Nofauits found
cablzu?  DDNFAULT (30K 04-29-2000 223555 24230 Om 185 13 Right Rear34C Left
Reear 38C Fan Control 26C
PING OK -Packetlass =
NG oK 04-29-2000 22:39:45 139 20 48m 365 113 oo
DDN ERROR: Disk 8P
cab1 4-u1 ¢ DDNFAULTE g | 04-29-2009 2235:31 0190 19m 455 33 Failed. Replaced by 135
Rebuilding: 94.5%
PING OK -PacketIoss =
PING oK 04-29-2009 22:39:23 13904 3 27m 565 113 e
& Comments DDN ERROR: Disk 87
s Domments cablaw  DDNFAULTC S| 04292000 223706 33 O SOm 575 33 Faled Repaced by 135
. Rebuilding: 94.5%
PING OK -Packetloss =
. PING oK 04-29-2009 22:30:45 1394 31 29m 27 113 o e
DON OK: SES Temps
Reporting L6H1HE7G 16C/1G:40G
STrends T6ALASTC 165/15:32C
e 16D/1D:39C 16P/LP 35C
+Avallab cablsul DDNFAULT  OK 04-29-2009 22:35:31 20230 Om 545 113 e e
i i 16FAFSIC 16GAG3EC |\
Done localhost:8080 3

A snapshot from nagios, showing the a DDN drive
fault. This information is collected using telnet, driven
by a Perl/Expect script. The script is capable of detecting
system faults, system temperatures, and other errors.
This plugin makes finding and repairing DDN faults
easier.

5.2 Cacti data collection, processing and graphing of
DDN controller and drive performance.

Cacti is used to collect I/O statistics from the
controllers. Areas of data collection are I/O operation
statistics, 1/O read/write/verify/rebuild data rates, and I/O
block sizes, and drive temperatures. For each controller,
a graph for each port, plus a graph for total is generated.
The data is collected using either the DDN api or
telnet/command line scraping. Examples of several
different graphs are:

cab04-ul DDN IO ops - port 2

300
a 208
5
=
= 100

0+
23 24 25 26 27 28 29
O Read I0's Current: 6.43 Average: 39.34 Max: 365.58

O Write I0's Current: 21.78 Average: 52.38 Max: 181.17

DDN I/O operations, collected from a DDN
controller port.

cab04-ul DDN Read/Write port 1

MB/sec
w
=1
=

23 24 25 26 27 28 29
OMB's read Current: 6.21 Average: 30.76 Max: 241.14
O MB's write Current: 9.42 Average: 41.03 Max: 181.20
EMB's rebuild Current: 0.00 Average: 0.00 Max : 0.00
@ MB's verify Current: 16.09 Average:  38.57 Max: 524.15

DDN Read/Write/Verify/Rebuild data rates graph

cabB4-ul DDN Write I/0 size Port 1

i}
23 24 25 26 27 28 29

W Writel6KE Current: 13.76 Average: 16.60 Max: 130.24
W Write32KB Current: 97.72 m Average: 792.23 m Max: 3.62

O Write64KE Current: nan Average: nan Max : nan
O Writel28KB Current: 359.17 m Average: 1.06 Max: 3.83
O Write256KB Current: 695.45 m Average: 1.28 Max: 6.94
O Write512KB Current: 756.67 m Average: 1.48 Max: 8.86
[0 Writel624KB Current: 8.13 Average: 31.31 Max: 203.90
@ Write2048KB Current: 1.10 Average : 3.28 Max : 29.41
O Write4096KB Current: 66.83 m Average: 555.20 m Max: 3.68
0O >4096KB Current: 5.03 m Average: 67.82 m Max: 598.35 m

DDN Write I/O Size, histogram style.

5.3 Thermal monitoring of a Cray XT4 system.

Several plugins have been created to monitor the
thermal environment in the machine room. The nodes
monitored for temperature are Cray cabinets, air handling
units (AHU), and DDN controllers and drives.

The system has a set point that is used to send a
WARNING email message when the temperature rises
past a certain point, and a CRITICAL email message at a
higher point. These two points are chosen to allow
operations/staff to time to react and either fix the
temperature problem or do a graceful shutdown. This is
to prevent an automatic overtemp shutdown from
occuring. The other goal of this monitoring is to help
provide information on variances in the machine room
floor temperatures, and provide long term information for
future planning.
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An example of a alert message from NAGIOS,
which is monitoring the Cray cabinets using the XTWM
service from the SMW:

a9 -
Fle Edit View Go Message Tools Help
& ./ Y] @ B § W X
Get Mail Write  Address Book Reply Reply All Forward Tag Delete ]
= Subject: ** PROBLEM alert - ¢5-4.nersc.gov/CRAYCABINET is CRITICAL **

From: nagios@nersc.gov
Date: 04/15/2009 12:45 PM

To: tdavis@nersc.gov

AR Nagios  EEEEE

Motification Type: PROBLEM

Service: CRAYCABINET
Host: c5-4.nersc. gov
Address: 18.1.105. 104
State: CRITICAL
Session 10: 217

Date/Time: Wed Apr 15 12:43:23 POT 2009
Additional Info:

CABTNET CRITICAL: Cabinet c5-4, Inlet temperature: 15C, max = 140!

Notice in this email message, that it contains several
bits of information:
1) Type of alert.
2) Source of alert
3) Date & Time of alert.
4) Temperature of system

When the temperature of the system returns back to
normal,, nagios will send another email message
notification of recovery:

(% - RECOVERY alert - £5-4.nersc.gow/CRACABINET is OK ** - Thunderbird — v A x
Fle Edit View Go Message Tools Help
3 4 i ] d [ <
&L 7/ 0 QB B g0 X
Get Mail Write  Address Book Reply  Reply All Forward Tag Delete ]
= Subject: ** RECOVERY alert - c5-4.nersc.gov/CRAYCABINET is OK **

From: nagios@nersc.gov
Date: 04/15/2009 12:48 PM

To: tdavis@nersc.gov

HEEEE Nagios  HHEHE

Notification Type: RECOVERY

Service: CRAYCABINET

Host: c5-4.nersc, gov

Address: 10.1.185, 104

State: OK

Session ID: 217

Date/Time: Wed Apr 15 12:48:23 PDT 2009
Additional Info:

CABIMNET OK: Fanspeed: 34 HZ: Pressure 137/100 Inches: Inlet 14C: Outlet 42C, 44C, 44C,
45C, 460, 45C, 46C, 44C

The system also collects the temperature
information, and stores into a MySQL database. This
database is queried by Cacti, to generate a graph of
temperatures, like this:

c0-1 Cabinet Temperature(s)
50
R A e i A D= i A Aias mass amal =P VIR
- w U e

28

10 "—‘—"—'—“"“—v—u—'—‘—w——_»—w_._.__w.\w
0
Apr May Jun Jul  Aug Sep Oct Nov Dec Jan Feb Mar Apr

m Inlet Current: 11.03 Average: 12.06 Maximum: 17.78

OSlot @ Current: 37.39 Average: 38.47 Maximum: 42,00
Oslot 1 Current: 40.00 Average: 39.43 Max1mum: 43.00
@ Sslot 2 Current: 40.00 Average: 39.04 Max1mum: 43.00
O slot 3 Current: 40.00 Average: 39.17 Max1mum: 43.51
OSslot 4 Current: 40.00 Average: 39.95 Max1mum: 44 .00
O slot 5 Current: 39.33 Average: 39.78 Max1mum: 44 .00
mSlot 6 Current: 40.00 Average: 39.49 Max1mum: 43.76
W Slot 7 Current: 38.00 Average: 37.57 Max1mum: 41.00

This graph shows the average temperature over a 1
year span, reduced to a 1 day average from a 5 minute
average.

Nagios and Cacti are also combined, to generate a
screen that allows 'at-a-glance' status thermal information
of the system. This image shows that one can see there is
no major temperature problems on the machine floor.
However, one can see that certain parts of the floor are
warmer than other parts.
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@
File Edit View History Bookmarks Tools Help
€« v & i @] https://localhost:8080/cacti/plugins/thermi | v | [Clv @

i Most Visited~ [6|Release Notes BiFedora Project~ EIRed Hatv EiFree Content v

console graphs thermal
Console > Cray Thermal Data Logged in as tdavis (Lagaut)

From: |2009-04-15 12:10 3] clear

[ owmen [ awsem [ sesew | swapm

[ mmen | swmes [ swmen

MU 33(EL2) | AHU 32 (853

AU 35(7.a8) | AHU 31 (7.60)

AHUTT (3.05) | AHU 3 (6.74)

5 AU (0.68) | AHU 36 (6.36)

MU A1(613) | AHU 005 88)

Done localhost:8080 &

The following is an example of a thermal event.
Where a chiller had problems. This was caught, and
operations/staff had a chance to correct the problem
before the system reached an over-temperature shutdown.

L
File Edit View History Bookmarks Tools Help

<« v & il 8] https://localhost:8080/cacti/plugins/thermal2/then | v | [IGlv Q)
Most Visited~ [6]Release Notes EIFedora Project~ EJRed Hatv EaFree Contentv

From: [2009-04-15 12:30 |3 clear a

pEn | | bR B
- - -
TlfﬁleF=flrfl

AHU 3(1L05) | AHU 2(11.26)

¥ u..

anuss(ern) | Ao s tions)

CEHEE W
- NN - EEEEEN -
Ao (as | a0 is)
v a5 (055 a0 33(6.8)
| Done localhost:8080 & :

5.4 Monitoring using XTCLI a Cray XT4 system.

This plugin was written to watch for down nodes,
and then to log them to a database, generate an alert, and
then also display the status in NAGIOS. Several
problems had to be dealt with, starting with how do you
monitor 9k+ nodes? The simplified answer is, you don't.

The technique that is used by this plug and appears to
work is monitor on a chassis basis. What this means is

the NAGIOS plugin looks at the XTCLI information
generated on the SMW based on chassis, and faults on a
node failure. The plugin works by using design feature
of Nagios, in that you can go from an OK state, to an
CRITICAL, then to an WARNING state, and only
generate one email message. The plugin does the
following:

1. A cron job is run on the SMW, that generates a
xtcli file. This file is transfered to the NAGIOS
monitoring box for processing.

2. A plugin process this file, to find information on
a chassis basis.

3. If anode flag state changes, a CRITICAL alert is
issued. The down node is recorded into a status
file for that chassis.

4. On the next pass. The plugin will now emit a
warning state, unless another node flag changes
state.

All acknowledgements, recoveries, and warning
states email notifications are supressed. Only
CRITICAL state emails are sent for this plugin.

Using this method allows the operations center to
acknowledge the failed node in NAGIOS. Again, this
gets back to 'at-a-glance' state information — the Nagios
tatical display will show non-acknowledged node
failures.

An example from NAGIOS:

@ - Fronkiin Nagios -Mozills Firefox v A x

File Edit View History Bookmarks Tools Help
-« v 2 i [E] https://localhost:8080/nagios/ v [@v o

[ Most Visitedv [6|Release Notes EdFedora Project~ EJRed Hatv Edfree Contentv

Nag CABNET O e
€121 {3 CRAYCABINET £30K 04-29-2009 155216 14d 2n 19m ds 112 nehes et 12 Outet

Monitoring own, 0 systisavied.
® Tac 01234567
[VAUIVAVAVIVRVRV]
CHASSIS0 30K 04-29-2009 15:55:24 93d 3h 20m 12s 1/1 UUUUUUUU
[VAUIVAVAVIVRVRV]
[VAUIVAVAVIVRVRV]

WARNING: c12-1c1: 3L of
32,1 down, O disabled

01234567
UuUUUUUUU

CRAYXTCLI-

CHASSIST o= WARNING  04-29-2009 165555 0 100 57m 57 171 UUUUUUUU

vuuuuuul
UuuuULUU
OK: c12-1c2 32 0132.0
down, 0 sysdisabled.
01234567
uuuuUUUU

CRAYXTCLI-

SRANTO: oK 04-29-2009 1555:46 170 23 55m 4s 171 YUYYUUYY
uuuuUUUU
UuuuULUU

Done localhost:8080 &

5.5 Network Weathermap plugin of Cacti.

One of the nagios/cacti systems collects data from
several switches/routers in the network, and generates a
network weather map. This weather map is useful to
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figure out usage patterns — ie, is someone/something
transfer large amounts of data from the NERSC Global
Filesystem (NGF) to the mass storage system? If so, the
network weathermap can show this. The weathermap has
also been used in the past to show poorly utilized or mis-
configured routes and links.

=l . S5
B it B
- R =
i—-" e
= )
) i
]
i REL PV R
: T gl . |
- L 'q%
i h &)
5.6 Prism
‘@ & ms and a il Fre
File Edit View History Bookmarks Tools Help
» -2 4 (o]l https://localhost:8081/prism/ [v] G~ a
F Most Visitedv [6|Release Notes BiFedora Project~ EIRed Hatv EiFree Contentv
B Cacti 3¢ |[e] NERSC Systems and ... % v

PRISMI| Help | Refresh Now | Logs | C

Local Time  Wed Apr 28 2008 230555 GMT-0700 (PDT)
Hext 56 seconds.

Done localhost:8081 ¢35

This image shows Prism in a completely acknowledged
state.

7. Conclusion

Nagios, Cacti, and Prism are 3 tools that are used
everyday at NERSC. They provide valuble insight into
system's status in a standardized way the reduces staff
training. These tools have provided data into areas of
NERSC that was assumed to be correctly configured,
allowing a more proactive instead of reactive
management style of systems to be used.
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