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Interesting Times ...

Processor counts
growing rapidly

GPUs entering HPC

Large hybrid systems
Imminent

But what happens when
software doesn't work?
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Why the graph?

() DEbuggablllty Systems in Top 500

- A subjective measure of
the ability to be debugged

e Linear tool architectures

- Linear (or worse)
bottlenecks

- Pain threshold varies: 1
second, 1 minute, 1 hour?

A major problem

- Previously exclusive to big
labs

- Now everyone is joining in
the fun
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a“inea Approaches to Scale

Ilgnore the problem
- Pretend bugs at scale do not happen

e Best programming practices

- Consistency checking and self-diagnosis within code

- Still frustrated by some types of bug

Lightweight debugging

- STAT (LLNL) identifies equivalent processes using stacks
- STAT calls DDT (or TTV) to debug representatives

- Other work is promising

 But what about full-strength debuggers?
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allinea Full-strength Debugging

« Many benefits to graphical parallel debuggers
- Large feature sets for common bugs
- Richness of user interface and real control of processes

 Historically all parallel debuggers hit scale problems

- Bottleneck at the frontend: Direct GUI = nodes architectures
e Linear performance in number of processes

- Human factors limit - mouse fatigue and brain overload

* Are tools ready for the task?
- DDT has changed the game
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a“inea DDT in a nutshell

Variable Name Value |~

i-beingWatched 0

ezl e Scalar features
- Advanced C++ and STL
“mamicary or7am33s1eo0 - Fortran 90, 95 and 2003: modules,

-environ Ox7fff7c661468

allocatable data, pointers, derived types

~~my_rank 2087064375

- Memory debugging
Project Files ® WA

p— e e Multithreading & OpenMP features

- v 74 MPI_Status status; #* Return status for
EglProject Files 75

+ E5ource Tree 76 t2 = malloc(sizeofitypeThree));

e - Step, breakpoint etc. one or all threads
g? for(x=0x=12x++)
22 forly=0p<12;4+4)

e MPI features
- Easy to manage groups

0 EaneERanurns e - Control processes by groups
b I | D E
P E S 1 [ [ I A A [ - Compare data

Create Group

e 88T ] - Visualize message queues
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* Find memory leaks

Totel butes allocateditresd

50,000
7an,000
sa0,000
s00,000
400,000

500,000

200,000

Distributed Debug;

Processes 0-7.

Program stopped in viprintf from /lib/libc.s0.6 with signal SIGSEGV.

Reason/Origin: address not mapped to object
Your program will probably be terminated if you continue.

You can use the stack controls to see what the process was doing at the time.

¥ Always show this window for signals

www.allinea.com

Clrrent Wermory

ampriavin | Tas view |

Tl crss proceses n i)

procass 0

Cumen s crossProcssss B

Alocatin Dewmls

= pie from 0xB0908=1

Pir G121 5000, sis: 155360
Pir 0441248000, size: 3580
Pir 0441247000, ize: 3580

0000 |

20000

105000

Procssd Pcsss pruss2 Prossd ProssS Procss? Prcs

of array
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4,

Shlagestet )

Pointer 024127 5000
Size: 1992E0 bytes

This pointerwas albcated at:

Stack frame I

[#0 (0530906 - for_alocate)

#1 (042000797 - for_allc_alkcambk)
%2 Tris0|.f00:40 DHS04F3E - mrisal)

#2 (042042 - main)

Glicking on one of the abave lines will jump o that keation in yourcads




allines GPU Debugging

o=

()
LR

® Run the Code E;I CUDA Threads Blnck[ 0 '%” 0 '%]Thread[ 15 '%” 15 'el[ o M[L]Gridsizejz
- Browse source Project Files 2@ ﬁ el - .
@ Project Files 1= 11, 2, 1, —

1 ; 19 {0, 9, 0,
- Set breakpoints ol BE T

7. £9Source Files 22 . . .
-8 23 ff/ 20 convolution filter using global memory

—_ Sto p at a I i n e Of C U DA gg {_global_ void conv2d_globaliuchard* in, uchard* out, int

26 int x = threadIdx.x + blockIdx.x * BLOCK_SIZE;
COd e gg i:: gngeEhLE?SIix\ﬁdihbloﬁfdx'y * BLOCK_SIZE;
gg floatd output = make flogt4lo.of,0.0f,0.0f ,inlindex] .w
- Stops once for each R
. 33 for{int cy=-1; cy<=1l; ++cy)
scheduled collection of e

35 for{int cx=-1; cx==1; ++cx)

blocks v
e Select a CUDA thread
Threads | Function |

- Examine variables and L% main (edge.cu75)
shared memory 32 1 iconv2d_global (edge.cu:35)

- Step a warp 480 m—
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a“inea Scalable Process Control

 Parallel Stack View

Stacks (All)

Processes  Function — Finds rogue processes faster
B — Identifies classes of process behaviour
ISU0MM  Emain — Allows rapid grouping of processes

150120 2 pop (POP f90:81) pid g ping P

150120 Zjinitialize_pop (initial f80:119)

150120 Zinit_communicate (communicate f0:87) * Contr0| Processes by Groups

15019 [ E--create_ncn_mmmunicatcr {communicate 80:300) _ t r k |nt ) t ) | , t t .
ﬁ;ng Seordefined groupe DS

— Mutates to scalable groups view
— Compact group representations

. L= - L= - 7] ] 7] i O
CurrentGraup:Fncusnn current. (@ Group () Process () Thread 5

00 200004 processes ((-200003) Paused: 200004 Running: [
Al .
Currently selected: , |
Create Group
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allinea DDT: Petascale Debugging

 DDT is delivering
petascale debugqging

DDT 3.0 Performance Figures

Jaguar XT5

016 today

0.14 . .

0_12[ - Collaboration with ORNL
3 o on Jaguar Cray XT
3 — e .
g 00 Al Bremkpoit - Tree architecture -
2 % logarithmic performance
= 0.04 .

0.02 - Many operations now

0 faster at 220,000 than
0 50,000 100,000 150,000 200,000

previously at 1,000 cores

- ~1/10" of a second to
step and gather all stacks
at 220,000 cores
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a“inea

Presenting Data, Usefully

Locals
Current Line(s)

Variable Name
-my_rank

Current Line(s) | Current Stack

&) (]

Value

0
16

|1E-,.flﬁ processes equal

Expression: |my_rank % 3| I

Processes in current group (All, 189120 procs)

|v|

] Align stack frames

(] Limit comparisonto | |2 st
| Fitter. | | |
. _dncel
'|\.Falue |Process(es} | Count (189120 |
|0 0,3.6,9,12,15,18.21,24,.27 30,... ! Filtered: |0
L 1,4,7,10,13,16,19,22,25,28,31,...
Errors: | 0 ]

12 2,5,81,14.17 20,23.26,29.32, ..

Aggregate. |0 |
Numerical |:139120 |
sum: [ 189120 ]

| Minimum: [0 =
Maximum:ﬁ—]

e Gather from every node

- Potentially costly - if all
data different

- Easy if data mostly same
- New ideas

 Aggregated statistics

e Probabilistic algorithms
optimize performance -
even in pathological case

 Watch this space!

- With a fast and scalable
architecture, new things
become possible
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allinea Data Gathering Results

® BenChmarked On flve Gather Data and Stacks
codes on Jaguar XT

- Stacks gathering mileage |
can vary: default install at 0.1

ORNL has full debug info 008
deep into MPI 2
- Cross Process Comparison  §
« Of equal variable g

e Of MPI rank (a bad case!)

0
0 20000 40000 60000 80000 100000 120000 140000

== Stacks

== CPC — Same
CPC - Dif-
ferent

MPI Processes
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allinea The DDT Tree, In Brief

e Depth/width
- Another gut feel pseudo calculation story ;-)
- Override by environment variables

e Start up

- Use vendor's fast transfer of topology file and daemons,
where present

- Each daemon connects to its parent

e Message aggregation/broadcast

- Commands targeted to process sets, tree sends to intersect
with children

- Responses merged - but doesn't wait too long!
- Ordered sets of process ranges
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a“lnea Current Status

 Most features now scale
- Attach, run, process control and breakpoints
- Process stacks
- Data comparison
- Memory debugging - out-of-bound array access, leaks, etc.
- Import/export - stacks (XML/CSV), arrays, compared data

- Tested at 220k cores on XT; 8k on Blue Gene P (SMP mode)
- more timings soon; Ranger (Linux IB cluster)

- New distributed array features

- New grow/shrink attached-set - in addition to existing
subset capabilities
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a“inea Experience at 220k..

 Lessons learnt
- The scalable tree has really delivered!
 More optimizations still possible
- Even if you're quick, it's still all about the GUI

* Present sensibly to the user - parallel stacks, data comparison

e ... but some machines don't encourage full power of debugging
due to their architecture

- MPI spec probably never meant debuggers to scale!
 Still linear things in there.. eg. MPIR proctable

- It's hard to debug a debugger without a debugger
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allinea Limits of the approach

e Logarithmic performance should last for many years

- Any linear factors will eventually dominate
 Must eradicate them all over time
e ANy memory usage on per-process basis
- More intelligence can be pushed down the tree as need
arises
- Predict core operations on 1M or 10M cores will be under
the pain threshold

- SIMD/almost-SIMD GPUs fit within current approach (as
threads, not individual processes)

e ... but bugs can still be hard to find
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allines Mind The Gap(s)

e Collaboration opportunity

- No single organization has the resources to do everything
e Plenty of opportunity for everyone in debugging

* We use tools independently - but using together is more
compelling

- Examples:
 MPI correctness checking - Marmot, Intel MPI Checker
e Library specific sanity checkers for data
« Comparative debugging

- ldeal scenario: easy to prototype new bug finding ideas

* Not tied to a particular product - but tied to an open
APIl/scripting language

e Single process or built from the top (drive a full debugger, or
eg. combination of Wisconsin tools)
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a“inea

Questions?
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