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Abstract— Cray’s addition of Data Virtualization Servicdicense for execution. Dynamic Shared LibrariesSKp
(DVS) and Dynamic Shared Libraries (DSL) to the yCrgrovides the foundation for pre-compiled binariBlsen, with
Linux Environment (CLE) software stack provides thhe addition of shared library support in Cray'sn@ute
foundations necessary for shared library suppdre Cluster Node Linux (CNL), it is no longer necessary to cdmp
Compatibility Mode (CCM) feature introduced with EL3 specifically for Cray XE/XK systems. Cray providéor
completes the picture and allows Cray to providg-f-the- compute node IP-connectivity through Realm Specifc
box” support for independent software vendor (ISWddressing (RSIP), which is used to address licensieeds
applications built for Linux-x86 clusters. Clustesf the ISV applications. CCM is then responsible f
Compatibility Mode enables far greater workloadithdity, addressing additional ISV application needs: spzlf in
including install and execution of ISV applicaticssd use of the areas of MPI-launch support, and Linux Standzade
various third party MPI implementations, which nesitates compliance. Third-party ISV codes use a numbetiftérent
a corresponding increase in the complexity of systéaunch mechanisms for job fanout: typically rshh,ssr
administration and site integration. This papepleses Linda (over rsh or ssh). In addition, many appimas
CCM architecture and a number of case studies fany expect writeable /tmp, dbus, and POSIX shared mgmor
deployment of CCM into user environments, sharimgtbsegments to be persistent through the lifetime ojola
practices learned, with hopes that sites can lgeethese Finally, CCM continues to optimize for performancene
experiences for future CCM planning and deployment.  goal is to approach native gemini performance bek®48
PEs, which bounds typical ISV application scal@pilCCM

CCM, CLE, DSL, DVS, I1AA, ISV, MPI, ssh, rsh, cluster was first introduced in CLE 3 with support for TCkhe ISV
Application Acceleration (IAA) component was addéml
. INTRODUCTION CLE 4.

Cluster Compatibility Mode (CCM) extends the CCM does not provide a runtime environment to ysand

capabilities of traditional Cray Linux Environmef@LE) to mahserrée\l/;rerieﬁg&:(;égeggo}[/(;dgoirggvfcl)%%mggflplso“Emm
aI_Iow many ISV apphqauons to run without mod_lfircm and ray Programming Environment. Cray"s programming
W'thOUt..addmg additional o_ver_head to native Extee environment is extensively optimized for scalapiliand
Scalablhty Mc_)de (ESM) ap_p_llcatlon_s. The waditior@ray performance, and uniquely tuned to the Cray systems
architecture differs from traditional Linux clustess CLE, by architecture ’Also CCM does not attempt to provitie
deS|gn_, _does not provide a fuII-feature_d Linux eorment. infrastructure to allow general service provisi@niron

In addition, on larger scale systems, interactioith ESM compute nodes. Rather, CCM strives to provide tivénnal
and configuration scalability should be considengtien ExCOSS service. overhéad to still fully support asy
configuring the system to support CCM. This pgmewides Application y supp

a design overview of CCM, an overview of the amttiire of PP '

the Cray system components that interact with CGM, . ARCHITECTURAL OVERVIEW

overview of the CCM technical components, consiti@na

for scalability, and some examples of site confidions. A. CLE Dynamic Shared Libraries

. DESIGNGOALS To understand how to deploy CCM on a Cray, it is
. ] .. important to understand the Cray system architectu@ray
T_he design goals Of. CCM were threef_old. to pro es a single shared-root file system, projected bietwork
environment to run independent service vendor (IS He System (NFS) from the XE/XK boot node. Thersfu-
applications out-of-the-box without modificatiorg ensure root file system is mounted read-only on all XE/)Sﬁrvice
th.e capab|llt_|_es_ necessary to run these ISV aptioa nodes. If DSL has been installed, the sharedisoptojected
without sacrificing the performance of traditionaktreme by Data Virtualization Service (DVS) to the CLE
Scalability Mode (ESM) applications, and to conénto nodes. The Compute Node Root Runtime Environment

optimize performance moving forward. ISV applicas (CNRTE) . .

. . ; . projects the shared root to compute nodegas.
ge”e.r?‘”y consist of a prg—comp”ed binary, packiag H.h @ CLE users have the option of launching their jabsiative
specific version of a third-party MPI, often requg a



CLE low OS-noise environment, or using DSL to ascié®
shared-root
variable. The DSL and CNRTE components are optiona
the XE/XK systems, though required for CCM. CCMsu
on top of the DSL root, although it makes no reguients on
the system default.

Fig. 1 shows a DSL typical implementation with the ;

shared-root projected to the compute nodes. D\Vé&hts|
running on each CLE compute node can be configwiéd
load-balancing. In a DVS load-balance environméhg
CLE DVS client will select the primary server based a
node network identifier (nid). If a DVS server I&ithe
clients fail over to another DVS server which poes
resiliency and scalability. DVS clients supportttbgpage
caching and attribute caching for additional perfance
optimization. DVS servers can be run on XIO nodas,
repurposed compute nodes.
allow sites to use XE/XK compute nodes as PCl-fesgice
nodes; these nodes must be statically booted dsaerodes,
and are removed from the pool of available commade
resources. DVS is best configured by the CLE itestal

B. Shared Root

All nodes in the Cray system share a single shevet-
file system. Traditionally, Linux services are ragad with
configuration files in /etc, and enabled using itheserv and
chkconfig commands. To provide the ability to ruffedent
services and have different configurations on défifie nodes,
the XE/XK system establishes an inheritance hiérarfor
the /etc file system on the shared-root. Fig. 2s@nés a
simple view of shared-root configuration.
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Figure 1. Shared-root projection to compute nodes over DVS
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Figure 2. Shared-root specialization

At the root of the hierarchy is a common defaubivw;
which is superseded by a class view and a nodefispgew
for each node on the system, if available. A giggstem
node can belong to exactly one system class. Rysli#sses
allow the administrator to make configuration fibanges
common to multiple nodes providing the same system

Repurposed compute n@g@sions. For example, an administrator might wanset

up name services in the same fashion on all nodes
functioning as login nodes through a login classwi
whereas external Ethernet IP configuration filesildobe
managed in the node specific views for a given Xi@le.
All configuration files exist in a global systemfdelt view
of /etc, which is a directory containing a set yhbolic links
to the original distribution contents of /etc. TBEE installer
sets up the symbolic links in the default viewratial install
time. Afterwards, contents of these links mustnienaged
through the xtopview utility. All Cray developedfsvare
components deliver their configuration files toc/ept/cray
on the shared root, thus providing system confitoma
through a single xtopview interface.

C. Compute Node Root Filesystem

DVS servers work by projecting the entire file gyst
mounted on the DVS server to the CLE compute
environment, which is in turn, mounted to a spedifpath
location (/dsl by default) on the compute nodesergsaunch
ESM jobs to compute nodes with the aprun commardl an
aprun performs a chroot into the DSL root, and tlaemches
the specified executable. Since administratorg mant a
different system administration configuration foonapute
nodes than they desire on the DVS server, Crayemehts a
special class, the cnos class, to provide manadeafigetc
files mounted on the compute nodes. The cnos diss
common to all DSL jobs, including CCM jobs — thgs an
important factor in some of the administration catedies
provided later in this paper.

D. RSP

RSIP, although not strictly required for CCM, erexbl
CLE compute nodes to access external network ressur
An RSIP client running on the CLE compute noderfates
to an RSIP server through an IPIP tunnel. With RRSI
application packets are forwarded over the IPIRélsiwhile
protocol traffic is distributed over the HSN. Adnstrators
configure a port range that can be used with RSIFhe



number of ports available to any given RSIP clisrgqual to
the lesser of 255 or:

num_rsip_servers x num_ports_in_range / num_dliéht

The total client ports limit the number of outbound
connections from any given compute node.

V. CLUSTERCOMPATIBILITY MODE ARCHITECTURE

A. Session |nitialization

creation of a temporary environment using bind
mounts to provide a writeable /tmp, writeable
/var/tmp, /devirandom, a CCM-specific /var/run
directory, pseudo-terminal support, MPI DAPL
configuration, dbus protocol support, POSIX shared
memory support, sshd configuration and xinetd
configuration.

providing the ability to extend CCM bind mounts to
accommodate site specific configuration with a
/etc/opt/cray/ccm/ccm_mounts.local  configuration
file

When a batch job is submitted, a batch server ctits The described configuration persists for the lifeti of
scheduler, which issues an Batch Application Sckedyne patch reservation. At the end of the batchejedcution,
Interface  Layer (BASIL) RESERVE request to th@e workload manager calls a post-execution hook, o

application level placement scheduler (ALPS) to enak epilogue which is responsible for tearing down BEM
claim on the requested node resources so that meyconfiguration by:

available to the job when it executes. The exaatents of

the packet vary by BASIL protocol version, but ajwa
include a ALPS reservation identifier, and a cooki&€he
batch server then sends an apbasil CONFIRM recquest
associate the claim with a specific process gréUpGG) on
the login node, and to bind the resources to thehbsystem

for the duration of the reservation.

All CCM-cortipke

workload managers provide support for a root-owpee
execution hook that is called after the resourceshaund to
a specific batch reservation. If a job is to exedut Cluster
Compatibility Mode, the pre-execution hook, or pge
performs several steps during initialization, irtihg:

B. Environment Setup

Validating that a specific batch job submission is
requesting CCM. As of 4.1UP03, CCM provides
support for configuring CCM for all jobs submitted

» validating that the specific batch reservation is

targeted at CCM

creating a lock on the reservation to prevent
multiple epilogue execution in the case that the
script is resubmitted

fanning out to each compute node in the job using
xtxqtcmd and attempting to umount any CCM
mounted file systems

stopping all services started by CCM

removing all temporary files staged by CCM, if the
virtualized environment was successfully removed
checking on the health of the node, marking it
administratively down if the CCM environment was
not properly removed

to specific batch queues, or alternately by usiqg Node Health Checker Interaction
custom resource configuration if supported by theAs of CLE 4.1UP03, CCM uses the node health chettker

WLM vendor
Creating a nodelist containing, on separate lioes
host entry for each PE in the job reservation

monitor for application exit, and after successuit of all
' applications on the compute node, removes tempataty
and bind mounts. The post-execution hook calls rtbde

Providing correct and transparent nodefile entrigsa|th checker (NHC) directly and, after checkiagd small
on the login node and all compute nodes in the jobymount of time, it marks the specific node SUSPEEXits
Generating ssh key files for the user, if thesewdb the post-execution script, and allows batch systemelease

exist the claim on the nodes.

NHC then can asynchrogousl

Populating .rhosts in the user $HOME directoifonitor for node recovery and restore the nodesetwice
when CCM_ENABLERSH has been set for theéhce CCM has been torn down. These extensions wade

system

to provide greater resiliency to out of memory &itons, file

Transferring the files necessary to support aggstem cache flushing and application core dumms tan

isolate the compute node CCM
configuration to a specific user/job instance

servigerovide greater portability between WLM versionsdan
vendors.

Fanning out to all compute nodes in the job usingCCM continues to evolve and adapt to the needsSyf |
the xtxgtcmd binary provided with the nodehealtipplications, and site implementation specificghwhe goal

rpms to prepare the environment

Environment setup performs the following actions:

preparation of all of the configuration files recpd

of supporting any ISV application and providing an
increasingly turn-key environment for standard dgpients.

V. JOBEXECUTION

by sshd and xinetd, staging these to a subdirectfry Linux Cluster JobLaunch

of the compute node’s /var filesystem

On a traditional Linux cluster, a user requests an

allocation from a workload manager. The workloachagger



allocates node resources for the job, and thenclkasthe Compute Node ‘ Compute Node

job on one of the nodes. The MPI programming model 4 Application | Application
provides a message passing interface to proviée-prbcess Services _| o o o services
. . . . Configuration Files Configuration Files
communication. Consider the simple case of an ko — :
) ) xternal Filesystems External Filesystems
world, submitted on two nodes, launched with: Network Layer Network Layer

mpirun

mpirun —machinefile $NODEFILE —np 2 mpi_hello

Head Compute Node

> Application

The mpirun command reads the file specified by
--machinefile, processes a list of nodes, distributes the

ccmrun Services

Configuration Files

executable tonp nodes using ssh or rsh to provide this Externai Flesystens |}
transport and executes programpi_hello on each of these Mom Network Layer
nodes. In traditional clusters, the batch systemesponsible N‘fe Y Y
for job allocation a.nc.i .appl|cat|on placement. 7 L‘:)g:)n W =
B. Cluster Compatibility Mode Job Launch Node
On a XE/XK system, the batch system is responditne
resource scheduling, but ALPS provides application Figure 3. CCM Job Execution
placement. Unlike the cluster model, applicatiomnizh
occurs on a login node that is not part of the asegluster. Once service initialization is complete, ccmlaurssts

The Cray CCM architecture implements a similar nhdde up a sync barrier to ensure that daemons have eteapl
cluster job launch, adapting to ALPS placement rhotlais initialization on all compute node jobs, and themeres
architecture is shown in Fig. 3. ALPS for the local Programming Environment (PE)kralf
CCM job launch is initiated from an XE/XK login ned ccmlaunch determines itself to be executing on RE[@cts
The application user submits a job through a watloin the role of CCM head node. The application &un
manager, which then requests the resources assbaiath command provided to ccmrun is then placed on thoerior
the job, allocates the nodes, and executes thetsoni a execution, and ccmlaunch monitors for job termorati On
MOM / sbatchd node. A job script includes any jabd all other PE ranks, ccmlaunch sleeps until theiepibn job
environment setup, and a ccmrun statement. Theurcnhas terminated. Without this sleep, aprun woulteatethe
command is responsible for initiating cluster seegi and for exit of the application on the ranks, and initiateeardown of
placing a single copy of the application launch omand all job nodes.
onto the first node in the job claim. Figure 4 shows an MPI application launch in the CCM
To set up a cluster environment, ccmrun launchegrwironment; the dashed line represents the synation
single copy of special program called ccmlaunchsipgsas barrier used for service initiation. In this iltustion, the
argument the application binary or command, and afiplication processes are direct children of theMEC
associated launch arguments. provided sshd. All processes are confined to thd>3:
The ccmrun command bypasses binary transfer of mhenaged PAGG, allowing them access to the gemini
target executable, instead passing the applicatath to an network. As the gemini context is unique to eauthlpunch,
apinit process on the compute nodes. all processes in the PAGG are torn down after egergrun
Apinit sets up the job context and gemini contexommand.
(including a PTAG and a cookie), which allows tHaced
job to access the HSN. Apshepherd then executdsamt VL. REMOTEAPPLICATION LAUNCH
into the DSL root, and executes ccmlaunch. Thelaench ~ CCM provides password-less ssh and rsh setup todero
command starts a selected set of system servicethenturn-key support for ISV application launch, andpt@vent
compute nodes. These services include nscd, rpchkindaccidental interference with other user jobs. Tééxtion
alternate sshd listening on port 203, and optigrelietd to describes how CCM configures the environment fonaie
provide rsh, rlogin, and rexec services. application launch.
All services are started specifically by runninge th
/etc/init.d service scripts in the compute nodeyCﬂE[Root.gz A. Secure Shell
full Linux init sequence is not performed on thempute  Standard MPI application launch requires passwesd-|
node however; rather CCM anticipates any requistwices key exchange between the nodes. Traditional BeetypH
for the limited set of services it provides. Systeffsters require the user to set up a passworckBspair on
administrators may also enable NIS for CCM commade the system-level node. On a Linux-based distrilttbis is
jobs. NIS must be configured globally in the commi done by running ssh-keygen.
configuration file as ypservices will fail and deglatartup if
not properly configured.
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Figure 4. Simplified CCM Job Launch

The resulting keys are stored in the $HOME/.sallowing root execute on $HOME. As the rsh protodoés
directory; additionally, $HOME/.ssh must have 060t encrypt its communications and has weaker pagsw
permission. CCM attempts to create password-lsliskey less authentication mechanisms, site administraias
pairs on the login node, if such keypairs do noistexchoose to disable CCM rsh support entirely.

Otherwise, the user is responsible for generatisty ley
pairs. On the compute side, the sshd is configtmeallow VII. - CLUSTERCOMPATIBILITY MODE JOB LAUNCH
key-based authentication. In the CCM implementgtibe  To support ssh and rsh, a user must be able taexac
CCM startup process transfers the public key ofuber to login shell on the compute nodes. Compute Nodet anes
the job compute nodes. These compute nodes plaeendt require either user accounts or home directorie
public key file in a path file location. The CCMtsl is Supporting users requires new configuration andrptey for
configured to accept the keypair through the ssbidfig the system administrator. This section provides esom
AuthorizedKeyFile in lieu of the authorized_keys iexamples of working configurations at sites.
$HOME/.ssh. This allows CCM to isolate itself frotle  The most common implementations of providing /hdme
user’s login environment. CCM derives its sshd_igpfitbm CCM are by sourcing /home on lustre and or hostirogne
the /etc/ssh/sshd_config file in the cnos classwvyviand off of an external NFS file server. The home dioges on
appends only a small set of options. This allolas €CCM any XE/XK internal login / login gateway nodes #ypically
ssh to more easily co-exist with site-built sskeratives. the same as the /home directories mounted on thmpuie
The sshd service is started with /etc/init.d/sséal,it can nodes and any automated user environment configarat
support site-built packages. makes this assumption. For external login nodes,biatch
B. Remote Shell submission routes the request to an i_nfternal ba_m@e

' ] ] ] manager, and all CCM configuration is initiatednfravithin

The rsh protocol is provided by xinetd. CCM enabigh, he XE/XK system. In theory, home directories iisternal
rexec and rlogin and then starts rpcbind and xisetwices. 5nd external login nodes should not need to beahee from
CCM populates a local CCM file with correctly fortted 5 ccM perspective.  Separating /home on interna an
rthosts contents, and then mounts this file on @p external nodes may be an impractical configuratirother
$HOME/ rhosts. ~ For sites wanting to use rsh, theysons and subsequent deployment use cases assume
administrator must configure CCM_ENABLERSH in thﬁansparent /home.
ccm.conf file, and the site must allow a user teate a  Ap ssh connection will authenticate a user usingndla
$HOME/.rhosts file with mode 0600 permissions, @&l &S gervice Switch (NSS), specifying that CCM use stati



password, NIS, or compat semantics. Node spedializa
will first look for /etc/nsswitch.conf in the cnadass view,
then the node specialized view of the DVS server, dlass
view of the DVS server and finally the default vievsites
using a login class view will need to separatelynauister
any password management files. As a tradeoff, gjtén
greater configurability to manage CCM user autluatiton to
meet scalability and security requirements.

Fig. 5 depicts a site with external login nodes] asing
LDAP for user authentication. Transparent /home
provided from an external NFS volume throughout t
system. A common, external LDAP server providem@a
service resolution.

Here, the DVS server mounts an external NFS /ho
directory, and then projects that directory to ttmmpute
node. The same directory is also mounted on theXKE/
Login node and the esLogin node. The compute hede is
configured to talk to an RSIP server, which, inntucan
speak to an external LDAP server. The login gayeaad
esLogin can talk to the LDAP server directly. RSI® the
compute nodes is required in this configuration
authenticate the user.

Fig. 6 illustrates a compute node talking to an NI&ve
server running on an I/O gateway node. The gateveae
has the necessary IP connectivity to talk to th& Niaster.
This configuration eliminates the need for an RS&Pver to

e
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Figure 6. Compute nodes talking to internal NIS slave
to
CCM attempts to limit name service activity by stag
up a name service caching daemon for each jobnosta
Since nscd starts on every job launch, each newagjohch
may make a single request to the name server. e Soir
launch is simultaneous, initial job launch can pagdly put

support name services on the compute node. Instiéadh heavy simultaneous load on the name serverg pSlicy

distributes the load to the NIS server. On an XER§stem,
the NIS server must be located on the high-speddonke
(HSN), due to a RSIP and sunrpc compatibility latign.
The same configuration can be used to support LEAPit
LDAP server load.

ethernet vsip,

libnss | i

XE Login Gateway Compiits Nods
fhame T
— /home

esLogin

/home |

¥
DVS Server

| ihome

NFS Server

Figure 5. Transparent home directories with external LDAR/eer

should consider this load and their system size nwhe
choosing the name service authentication method and
determining the number and placement of name server
Some configurations are only appropriate for smalle
systems. Static password authentication will ptevthe
maximal scaling and performance.

A final consideration when using LDAP or NIS with
CCM is that the configuration files are shared teetw CLE
ESM jobs running on the DSL root and CCM jobs, lassé
files will share the same /etc/nsswitch.conf. A tposes
distributed denial of service potential in a largige, the
following alternative was devised. As mentionedviasly,
an administrator can add additional CCM mount int
These mount points are specified in a configuratibe
letc/opt/cray/ccm/ccm_mounts.local.  An administratan
specify a separate configuration file to be usdg tor CCM
jobs, without modifying the configuration seen whrenning
ESM jobs with a simple entry like:

letc/nsswitch.conf.ccm  /etc/nsswitch.conf bidid

VIIl. CSAACCOUNTINGINTERACTIONS

Experience has shown that improper CSA accounting
can break CCM jobs using MPI with the InfiniBandris
API. When a job is initiated on a Cray XE/XK systethe
PAGG job ID is first obtained by the batch systenmatt
launches the job. For interactive jobs, the PAGE ID is
obtained at login time by the pam_job module. ALE®s



the PAGG job ID to uniquely identify the job foraminting need to stage their own .rhosts file with the airemntents
purposes. CSA provides an ioctl interface to ppds or use ssh launch as the alternative.
accounting data to the CSA kernel software, whiohnt
stores the data in pacct. The sshd configuratioaroXE/XK X.  GRAPHICAL USERINTERFACE SUPPORT
login node is configured to use pluggable authetibo The CLE Linux distribution includes the X Window
modules (PAM), and to include pam_job during sessi8ystem (X11) for GUI support. As the goal of CCMtis
management, triggering the creation of a new PAGIGIP provide the capability to run any pre-compiled Iojpat also
on every login. The PAGG is a nearly inescapable provides a mechanism for graphical user interfaggpsrt
container that contains all user processes. Thg ime a through ssh forwarding and ccmlogin. To get end#id
new PAGG would be assigned is when a new logini@ess X11 tunneling back to a desktop, a user connectthéo
created by sshd, which is one of the mechanisntsthival- XE/XK login node in an ssh session with X-forwamglin
party mpirun and mpiexec uses to distribute worlotioer enabled. Next, the user requests an interactiveicsesrom
nodes in a cluster. If mpirun is configured to gsh and thethe batch system, indicating to the WLM that it o
pam_job is loaded, the new ssh session and aliirehilof propagate environment to a CCM job. Finally, theerus
that ssh session will be placed in a new procegseggte connects to the head node of the CCM job, requestin
group. ccmlogin to propagate the environment to the compuaide.
As previously described, during application launcbike ccmrun, ccmlogin will start up services foetkession,
ALPS associates the PAGG job ID with a unique gémand then will initiate an ssh session to the nucadlsi first
PTag, which is used to establish the gemini praectnode of the job reservation. The user logs into ribele,
domain. Only jobs within the specific PAGG can acéhe completing the X-tunnel. Fig. 7 illustrates the ofarding
high-speed network. If an application escapes the process.
container, it will get errors when attempting toeuthe Providing interactive user shell on the compute enod
InfiniBand Verbs API. does pose challenges to a cluster administratoe. Jdtch
system needs to be configured to place the batehaictive
shell on the same node, or must be capable of gatipg the
In many sites, administrators choose to serve hoBISPLAY environment variable to the new shell. lssean
directories with NFS root_squash enabled. In ars Mfot inadvertently forget to exit the shell, and leavwstem
squashed environment, the NFS server assigns rdssurces consumed. Administrators may want toidens
anonymous user idobody to all root user access initiated bgnabling ssh keepalive, or advising interactiversise do so,
an NFS client. DVS preserves all attributes whegjgating to prevent sshd from closing the connection. Batah clock
an NFS volume to clients running on a compute nate,timers can be used to terminate interactive uséey @
client accesses from compute nodes respect ro@skqd specified duration of time.
home directories. The initial CCM implementatioreated
temporary user key files for each CCM session, rtexion Xl. WORKLOAD MANAGER INTEGRATION
top of the existing keys in the user SHOME/.ssledory. The CCM package includes batch prologue and epélogu
Since password-less ssh requires 600 permissiorssbnthe scripts that need to be called by the WLM. Thesepsc
contents of this directory cannot be viewed on @IeE callouts can be integrated with existing batch lsodioth
compute node, and this initial implementation wasarded. CLE and WLM documentation provide information about
Today, the user public key from the login noderégmsferred configuring scripts with the batch system. To eeabh an
to the compute node, and an alternate authorized file is XE/XK system, the administrator must configure thetch
specified to avoid this limitation. Longer termpfotyping is system to call these scripts and must designat€G
being done on shifting to a host-based authenticati the specific target batch queues or a specific set afctb
CCM context only, with a return to dynamic key gextion.  resources as allocated to CCM jobs. In additidme t
A final implication of root squashed home direatsris resources or queues must be configured in the WLM.
the impact on sites using rsh for MPI job launchieRo the Each supported WLM has the capability of restrigtin
previously discussed interaction of pam_rhosts dhe the number of nodes to a given queue, or the nuwoibtetal
shared-root, CCM relies on a correct .rhosts filghie user batch resources of a particular type that can easted.
home directory. For CCM to provide temporary and
transparent rsh services, root must be able toutxesithin XE Login Node — Compute Node

. . . . sub - ccmlogin -V
the user home directory. If home directory pernoissiare I K e

IX. THENFSROOTSQUASHED ENVIRONMENT

correct, CCM will bind a correct rhost file on top.rhosts in

the home directory. The CCM rhosts file also fetsr
password-less rsh to the nodes assigned to th@jebenting
accidental interference with other jobs on the eayst If
security policy does not allow these permissiorsgrs will

Figure 7. X11 Forwarding through batch system



Administrators can use these options to apply amydes. There are a few customer visible side effect
number of restrictions when deploying CCM on sitgy. the customer scripts can run gstat commands on theem@astm
maximum size of a CCM job, the number of simultareeonode, but not individual job nodes, and MPI appiass that
CCM jobs allowed at a given time, the time of dalpg can were compiled to support Moab/Torque native laurghe
be submitted to CCM, restricting CCM to a certaibset of need to explicitly disable native launch through IMP
the system, the total number of nodes that canQG@M at command options: “--mca plm ~tm --mca ras ~tm —x".
any given time. Administrators can set aside allemset of
resources for interactive CCM users, and put agives XlI. CONCLUSION
timeouts to prevent users from accidentally tyipgniachine Cluster Compatibility Mode allows customers to run
resources. their existing applications on an XE/XK system, lghnot

CCM provides a few additions to help support enerusompromising traditional extreme scalability mode
application launch scripts. One such feature amdparent workloads. Cray continues to work actively with ISVo
node lists through the cluster. Without CCM, therklmad provide Cray native ports where appropriate, armberages
manager nodes file on the login node is incorremttaining Customers should use Cray Native applications when
the hostname of the mom node rather than thedfdtests in available, as these always provide the optimalgperénce
the job. During initialization, CCM corrects thedes file to and scalability. ESM provides optimal performanramed
reflect all of the PEs in the reservation, as wdwddseen on ascalability when customers have access to appicaburce
standard Linux cluster. Additionally, CCM makes esthat code. CCM addresses the need to run applicatiatshtve
the correct nodes file is present on the computiesio been built for standard Linux x86 clusters. Lookitogthe

Cray XE/XK systems do not provide batch nodature, CCM will continue to work to optimize perfoance,
managers on the compute nodes. Where industry eankland adapt to customer needs.
managers scale to tens of thousands of nodes, LRRSA
architecture is designed to scale to hundreds mfgainds of



