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Balancing computational demands
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Presentation Notes
In climate modelling we have to make choices about how to apportion our computational resources between different types of complexity;

Resolution – the size of the boxes we break the model up into and the scale of the structures we can resolve
Duration/Ensemble size – look at the frequency of rare events, long term trends (climate change) and the impact of individual parameters
Complexity – how much of the “real world” is parameterised; do you include the carbon cycle, changes in land use with climate, what details of atmospheric chemistry is included.
EO/Data assimilation – How close to “observed reality” do you need to stay? For forecasts where we are looking at short term behaviour from an observed state ~50% of computing effort is taken up by assimilating observations into the model run

Extreme examples:
1 . Forecast models tend to be big on data assimilation, ensemble size and resolution, but complex processes with a timescale longer than a couple of weeks (e.g. ocean) are generally neglected
2. MO submission to CMIP5/IPCC AR5, HadGEM2-ES has limited resolution, but includes a lot of complex processes and was run for significant durations and ensemble sizes.
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The range of temporal and spatial scales 
in the climate system
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Presentation Notes
In the atmosphere there are features such as tornadoes, heavy rain and cumulus clouds which need fine grids and short time-steps to resolve and accurately describe.
Weather systems are thousands of kilometres across and evolve and move on timescales of days to weeks.
Teleconnections evolve on timescales of months to years/decades. Picture shows convection events in the tropics influencing circulation across northern edge of the Pacific ocean (through gravity waves). Another well known example of a teleconnection is ENSO (El Nino Southern Oscillation)

These features cover 3 orders of magnitude in spatial scale and 4 in temporal scale and we need data across all of these scales to trace the impact of the fast and the small on the slow and the large (and vice versa)

In the ocean you have a similar picture, but due to the differences in viscosity and density the range of spatial scales is larger, and the timescale for their evolution is longer. 
The behaviour of these eddies is prohibitively expensive to accurately simulate and so parameterisation schemes are generally used. Not necessarily a great thing to do.

A lovely quote from Lewis Fry Richardson (proposer of the first Numerical Weather Prediction scheme )

“Big whirls have little whirls that feed on their velocity,�        and little whirls have lesser whirls and so on to viscosity.”
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How does a GCM work ? 
slice the planet into boxes … and apply the laws of physics

At every box location we compute radiation, winds, 

 pressure, precipitation, temperature, using the laws of 

 physics (gravitation, electromagnetism, thermodynamics, 

 fluid dynamics, turbulence), chemistry, biology, ecology, 

 etc.
To do all these computations with time steps in the range 

 5‐30 minutes, for every single box for decades to 

 centuries we need significant computing resources
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Presentation Notes
Our best global model (25km resolution) has ~67 million boxes to work with and hundreds of variables in each grid box.

There are a range of grids in use across the field weather forecasting/climate 
Met office model uses a Latitude-Longitude grid – the most numerically exact method (best conservation properties), but has extra complexity around the poles.
More complicated grids (icosahedral, ying-yang) are in use elsewhere which can improve computational scaling, but this can make analysis of the data significantly more difficult particularly if you are looking at conservation issues.

Comparison of IPCC submission model to state of the art (i.e. what we are doing)
HadGEM2 submission to CMIP5/IPCC AR5:
	10,000 simulated years at ~2 sim years/running day on 64 ibm power 6 cores
	100 TB data
	~8 million core hours
8 million core hours is close to the amount used for just one of our runs, but exchange rate between ibm core hours and cray core hours is now about 1:4 for Interlagos vs power6 (power 7 in testing, but liable to increase ratio to above 1:5). Bear in mind that the MO has a significant number of people looking at optimisations on the IBM and almost none on any other architecture.

HadGEM3 runs that we are doing use a finer horizontal grid (25km vs the standard 130km) more vertical levels (85 vs typically 38) and have significantly more advanced physics. The HadGEM3 atmospheric climate model is a specially tuned version of the Unified Model used for weather forecasting within the Met Office and is developed with other UK and international partners. 
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Value of model resolution – 
orographic height

130km 
resolution
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Presentation Notes
An example of the value of resolution in climate models

Coarser models are not good at representing the topography of the land surface (known as orography)

At 130km the  UK coastline is indistinct, the Alps and Pyrenees are quite broad and low, and Italy and the Adriatic Sea are poorly represented.

At 25km the structure of the Alps is better, the Adriatic can be discerned from the Balkan mountains and the Apennines in Italy and the Pyrenees can be clearly seen.

An the future we would like to develop models with even finer grids – at 1.5km we can remove parameterisation of convection to improve modelling of rainfall. 
Unfortunately the extra computing cost of doing this globally is currently prohibitive, but we can dream about future generations of supercomputers for this.

The improvement in the resolution of terrain in the 25km model should give a much more realistic description of atmospheric flow, rainfall, etc.
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Value of model resolution – 
orographic height

25km 
resolution 
>80x cost
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An example of the value of resolution in climate models

Coarser models are not good at representing the topography of the land surface (known as orography)
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Unfortunately the extra computing cost of doing this globally is currently prohibitive, but we can dream about future generations of supercomputers for this.

The improvement in the resolution of terrain in the 25km model should give a much more realistic description of atmospheric flow, rainfall, etc.
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Value of model resolution – 
orographic height
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An example of the value of resolution in climate models

Coarser models are not good at representing the topography of the land surface (known as orography)

At 130km the  UK coastline is indistinct, the Alps and Pyrenees are quite broad and low, and Italy and the Adriatic Sea are poorly represented.

At 25km the structure of the Alps is better, the Adriatic can be discerned from the Balkan mountains and the Apennines in Italy and the Pyrenees can be clearly seen.

An the future we would like to develop models with even finer grids – at 1.5km we can remove parameterisation of convection to improve modelling of rainfall. 
Unfortunately the extra computing cost of doing this globally is currently prohibitive, but we can dream about future generations of supercomputers for this.

The improvement in the resolution of terrain in the 25km model should give a much more realistic description of atmospheric flow, rainfall, etc.



Joint Weather and Climate
Research Programme
A partnership in climate research 

Heat-wave case studies

C. Van den Hoof, P. L. Vidale

 
–

 
University of 

 Reading/NCAS‐Climate

40km model JJA 2003 

Surface temp anomaly

Observed JJA 2003:

Surface temperature anomaly

Similar magnitude anomalies not seen in lower 
resolution simulations – higher resolutions give 
enhanced capability for capturing extreme events

Presenter
Presentation Notes
Example of where high resolution climate modeling can give valuable results.

Land surface model (JULES) simulates interaction between the land surface and the atmosphere and is used to look at many aspects of the climate which have a significant human impact.
This model allows us to look at factors such as water storage (very important for summer flooding and heat waves), vegetation health (economic impact through crop yields/forestry) and impact on health; high night time temperatures and long periods of stagnant conditions during heat waves have a significant bearing on the health of the most vulnerable groups in society.

While the standard HadGEM3 (130km resolution) fails to reproduce the 2003 heat wave (all ensemble members in a 6-member ensemble), the 40km model captures it quite well. We need to understand whether this is a statistical “fluke”, or a solid feature of the climate system, e.g. the atmosphere needs to be able to “read” the SST signal 

We are going to perform analyses of heat waves, flooding, water resources (variability and trends) and possible health impacts.
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Tropical cyclone track density 
(transits per month)
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Presentation Notes

Tropical cyclones are a significant weather hazard in the tropics and subtropics causing tens of thousands of deaths and damage costing tens of billions of US$ each year.
Re-insurance industry is interested in data on this sort of weather hazard (Jane works with  Willis reinsurance). Forecasts can give them information to base hedging of insurance risk upon.

Observations/Reanalyses show a band of storm tracks coming across from the central Atlantic some of which arc around the East US coast and some which head into the Caribbean
[A reanalysis is a climate model which is constrained to remain close to observations – a way of filling in the data you want, but may still include some model biases]

130km model (top left) missing mid Atlantic TC path coming across from Africa and arcing round to the UK
This pattern starts to appear in 60km model and pattern becomes more obvious in 40km  - this path is important for stronger cyclones, giving them time to build strength.
First publicly shown results from our work on HERMIT – 25km model (10 years of data compared to 30 years in other models and reanalysis). 
Starting to see more structure in the storm track, particularly in the central Atlantic. 
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The UPSCALE project

• Atmosphere only HadGEM3 climate model at same 
resolution as currently in use in weather forecasting

• 10 simulations, each 26 years long
– 5 current climate (1985-2011)
– 5 future climate “time-slice” (alter forcing data to look at climate 

change at end of 21st century)
• Ancillary data sets (short data sets of high temporal 

resolution data) plus extension to even higher 
resolution

• Running on Hermit @ HLRS through award of CPU 
time from PRACE

• Data set produced will be widely studied over next 
decade

Presenter
Presentation Notes
Our models only simulate the atmosphere – there is no interactive ocean or seaice.

The time-slice runs can be used to look at climate change impact

Data from the HiGEM project (another high resolution modelling simulation campaign) run on the Earth Simulator almost a decade ago is still being studied.
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Porting and Testing

• Requirements
– 350-400GB memory
– Simulate minimum of 4-5 months per day
– Bit reproducibility (weak requirement)
– Model stability (minimise user intervention)
– OpenMP and MPI

• Limited testing ability at this resolution
• Separate science and computing testing
• Spin-up

Presenter
Presentation Notes
Memory requirements easily met when running on hundreds of nodes. 
Memory requirements tend to increase with model versions as new science is added (earth system models can easily double memory requirements)

Bit reproducibility – Simulations are deterministic, we need to be able to repeat a section of model runs with the same results. We do not require the model to give the same result on different machines

The choices we have made to get the best scientific results compromise the numerical stability of the model at this resolution (at coarser resolution these problems are significantly less frequent). New dynamics schemes are expected to improve this.

UM now uses a blend of openMP and MPI. This has allowed us to scale beyond 1,500-2,000 cores to get to the level of model throughput needed to make the project feasible. Upper limit on MPI process count imposed by semi-Lagrangian advection scheme.

At standard climate resolutions (130km) the cost of the model is sufficiently low as to allow a significant amount of testing/tuning work. At the resolutions we are working at the cost of running a model is ~100 times larger so this severely limits the amount of testing which can be done. Resources for testing at the scale we need are also difficult to come by – time available on Hector (similar machine to Hermit) is limited and we would need decades to get the work we are doing done there.

Cray debugging output not the most user friendly at this resolution, when you are used to an IBM and lower resolution models.

We start from model state taken from coarser model and run it for a few years to allow fine structure in land-surface fields to settle down.

Porting from the IBM based setup to the Hector Cray XE6 along with some testing at coarse resolution was done by Simon Wilson, Grenville Lister and Oliver Darbyshire.
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Testing by 
Tom Edwards @ Cray

• Working array sizes (segment sizes) 
for radiation and diffusion routines

• Compiler optimisation levels on 
dynamics routines

• Processor & thread configuration (~100 
tested)

• Lustre file system settings
• I/O server separation from computation

Presenter
Presentation Notes
UM/HadGEM3 primarily developed at MO on ibm power6. Work with Cray systems through NCAS/CMS @Reading Uni and global collaborators.

Segment sizes were tested by separating individual processes from main run and repeating with “recording” of MPI traffic. This helps tune the size of the working arrays to cpu cache sizes
The radiation routines are probably the most expensive parts of the UM and the diffusion code also incurs a significant cost.

Compiler optimisations cause problems in some dynamics routines. Difficult to validate optimisation levels impact on model stability – how long do you run for to verify that a given set-up is stable?

The model can be sensitive to processor configuration. The physics of the problem determines level of MPI communication; most communication follows atmospheric flow in E-W direction. Model is set up with strips of  the world allocated to each node.

Optimal file system striping improved IO times.

Recent development in the UM is the inclusion of I/O servers. These separate the writing of results to disk from the computation, allowing the model to progress while I/O is done in the back ground. Tom managed to move the IO servers on to separate nodes allowing the processor decomposition to work at its best and to minimise 

Net impact is around a 50% improvement in model throughput (simulated months/running day)
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Testing by TE: Segment sizes

25% improvement in radiation code cost (70% for 4 threads)

Long-wave segment size impact

Presenter
Presentation Notes
Time taken to do part of the radiation calculation – segment size (working array size) has an interesting impact on the time taken to perform the calculation. 

Need to make sure that value used is in one of the troughs in saw tooth pattern.
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Output of end of month data (~30GB) and 58GB restart dump

Testing by TE: IO server

Frequent, 
low level I/O;
3 hourly and 
daily data

I/O server 
buffer
size

Presenter
Presentation Notes
Different colours are the 12 different IO servers (one server per output stream + restart dump)
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Scaling: Hector phase 2b 
(Cray XE6, Magny-Cours)

[E-W processors] 
x [N-S processors] 
x [openMP threads]

CPUs/1000

P.L. Vidale

Presenter
Presentation Notes
Results are just over one year old.

Simulations performed with an older model version (no IO server)
Pathscale compiler rather than Cray

These results were used to put together the proposal to PRACE for the UPSCALE project
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Scaling: Curie (Bull, Nehalem)

1 thread 
2 threads 
4 threads

CPUs/1000

24% scaling

S. Wilson 
G. Lister

Presenter
Presentation Notes
Preparatory access to Curie was given to Grenville Lister and Simon Wilson to test scalability of HadGEM3 @ 25km
Limited resource restricted amount of optimisation which could be done.

Max number of CPUs (4096) reached by single threaded model. Semi-lagrangian scheme used to do dynamics has a limit of how many MPI processes

Sun is roughly where the small amount of testing we have done with this version of the model on the IBM power6 lies.
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Scaling: Hermit (Cray XE6, Interlagos)

[E-W processors] 
x [N-S processors] 
x [openMP threads]

CPUs/1000

Excluding I/O 

T. Edwards

Presenter
Presentation Notes
Scaling for 2 & 4 threads reasonable, but not at 8 threads. 
Possibly due to increase in off node MPI traffic as larger number of threads used.

Worse scaling than older models, but throughput is significantly better. 
Speculation: some bottlenecks may have been removed?

We expect to be able to scale further with even higher resolutions
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Data management

• I/O server and optimisation gives us a 
model which runs 5-6 months per day

• Each model run produces around 1 TB 
every running day (up to 5 models running 
at once depending on stability/queues)

• Data format conversion and compression 
reduces this to ~380 GB/model/running 
day 

 
~1-1.5TB to be transferred per day

• Project expected to produce 250-300 TB

Presenter
Presentation Notes
At peak we have managed to transfer ~5TB/day to catch up after transfer problems, but an average of 1-1.5 TB/day is reasonable.

To put this into context the data set for the next IPCC report (AR5 next year) is around 800 TB and is made up of hundreds of simulation runs.
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Data management

• Data management processes for
– Filing of output data
– Format conversion (and checking of)
– Transfer to archive (rsync, gridFTP)

• Volume of data required to
– Investigate short timescale (frequent data) processes, 

e.g. Indian monsoon
– Investigate long timescale processes, e.g. glacier 

mass balance
– Trace evolution of models to understand the physical 

processes driving behaviour
• Analysis of this data pushes limits of what our 

standard climate tools can do

Presenter
Presentation Notes
Example of analysis cost; the analysis of Tropical Cyclone data takes around 3 days per hemisphere per model year (as a serial process) and will crunch 90 GB of data per model year.

Must not forget that while I have been focussing on the technical details here, we are creating a landmark data set which will be studied by many people across the climate science community for the rest of this decade.
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Future work

• Need a range of different models (e.g. EC 
Earth, ECHAM) to allow comparison 

• New computational schemes enabling 
better scaling

• Coupled models (add the ocean)
• Earth System models (add atmospheric 

and ocean biogeochemistry)
• Higher resolution and convection resolving 

models 

Presenter
Presentation Notes
Work ongoing to arrange a comparison of several European models at the sort of resolution we have been working at. These comparisons underpin the development of climate science and climate policy decisions.

Semi-Lagrangian dynamics scheme is limiting the scaling of the model, but the dynamics scheme is such a fundamental part of the model that changing it is a massive undertaking requiring a huge amount of effort. First upgrade scheme called ENDGAME due in next couple of years, with a follow up scheme planned for towards the end of this decade. Expect ENDGAME to give significantly better scaling properties, and early results suggest that model stability is improved. Dual use of UM as climate and operational forecast model places strict limits on how quickly model can evolve.

Coupled models; running an atmosphere only model will give a certain amount of science, much of will be useful for studying climate impacts in the short term. To robustly look at climate change over the coming decades to centuries we need to couple atmospheric models to ocean and sea ice models to look at interactions such as ENSO teleconnections, the Madden Julian Oscillation and ocean heat storage. Spatial scales in the atmosphere are dominated by the synoptic weather system size of ~3000km, while in the ocean the equivalent features (eddies) are around 30km. Resolving these eddies is very expensive.

Timescales of ocean and atmosphere are very different. Atmosphere will generally react to changes in a matter of days. Ocean circulation can take decades to centuries.

Earth system models include all the impacts of the carbon and sulphur chemistry, aerosols, ecosystems. These are the most complicated models used in climate science and have important results for both science and policy.

Higher resolution could show even finer features, give better description of flow around mountain ranges. The best regional models now have fine enough grids to remove parameterisation of atmospheric convection giving extremely realistic descriptions of rainfall. Ideally we would like to extend this to global scales, but the computing ability is a long way from this.
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