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Background 

 

• Boston University: QUDA for Wilson type quarks, 
arXiv:0810.5365, arXiv:0911.3191 

 

• 8/2009: Prof. Steven Gottlieb sabbatical at NCSA 

 

• NCSA/IU extended QUDA to staggered quarks, single 
GPU performance reported in LATTICE’2010 and 
SAAHPC’2010 

 

• We will be focusing on multi-GPU performance 
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Quantum ChromoDynamics 
• QCD is the theory of the strong force that binds nucleons 

• Impose local SU(3) symmetry on vacuum 

• Color charge analogous to electric charge of QED 

• Lagrangian of the theory simple to write down 

 

• Path integral formulation  

 

• Infinite dimensional integral 

• Theory is strictly non-perturbative at low energies 
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Introduction: Lattice QCD  

• Quantum Chromodynamics (QCD) studies the strong 

force (color force) interaction between quarks and 

gluons. 

• QCD is highly nonlinear problem thus lattice QCD 

approach is introduced. The computation is performed 

on 4-D space-time lattice. 
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Diagram courtesy of K.Z.lbrahim, 

IRISA/INRIA, France 



Lattice QCD computation on CPU 

• Two phases in Lattice QCD computation 
• Configuration generation: compute a snapshot of state of the strong force field, 

Conjugate Gradient (CG), fermion force (FF), gauge force (GF) and link fattening 
(FAT), see above table for the time distribution in this phase.  

 

• Analysis: the observables of interest are computed over the configurations. 
Conjugate Gradient (CG) is even more dominant in this phase. 

 

• In short, CG is the dominant part, others are important. 
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Lattice QCD: Conjugate Gradient 
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QUDA library 

• A generic lattice QCD library using Nvidia’s GPU written in CUDA, 

supporting various fermion actions. 

 

• First initialized by Boston University 

 

• Collaboration among multiple institutions. Developers include  Ron 

Babich(Boston University), Mike Clark(Harvard University), Balint 

Joo(Jefferson Lab), Guochun Shi(NCSA, UIUC), etc 

 

• Our work focus on Improved Staggered action. 

 

• Open Source. Available in http://lattice.github.com/quda/ 

CUG 2012 

http://lattice.github.com/quda/


Fermi Architecture 
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Kepler-I architecture 
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Cray XK6 node  
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ESS system 
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48 cabinet 

16 XK nodes 

 with fermi 

In current use 



Gauge field layout in host memory 

Gauge field layout in GPU memory: 

one gauge field 

Vh *Float2 + pad 

… 

pad/ghost gauge fields 

… 

… … … 



… 

Vh *Float2 + pad 

… … … 

one spinor field 

pad 

ghost spinor fields 

Spinor field layout in GPU memory: 

Spinor field layout in host memory: 



GPU kernel 

cudaMemcpy 

memcpy 

(host) 

MPI 

communication 

sync 

sync 

sync 

sync 

GPU idle 

gather kernel 

Interior kernel X 

Cuda Streams: total 9 

streams 

0: X-

backward 

1: X-forward 

2: Y-

backward 

3: Y-forward 

4: Z-

backward 

5: Z-forward 

6: T-

backward 

7: T-forward 

8: kernel 

stream 

exterior 

 kernels 
Y Z T 

Computation/Communication overlap with multi-

dimension partitioning 



Mixed Precision CG Solver 

IPDPS 

2011 

• Both source vector b and the guess 

solution x are in high precision 

 

• Majority of the work is done in lower 

precision 

 

• The final solution is as accurate as 

high precision 
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Message Size 

Bandwith over PCIe in Cray XK6 
Node numa, bi

h2d

d2h

reverse
numa, bi

The dotted 
vectical lines 
indicates 
message sizes : 

The dotted 
vertical lines 
indicates 
message sizes : 

• NUMA effects are not seen in d2h or h2d 

measurement alone 

• However it is obvious in bi-directional measurement 

 

Measured 
Peak (GB/s) 

h2d 5.7 

D2h 6.5 

Bi-dir numa 11.3 

Bi-dir reverse 
numa 

9.1 

Measuring the PCIe bandwidth with different 

message size 
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Kernel

Dslash time line in Dirac 

cluster from NERSC 

• The communication time exceeds that of the interior 

kernel 

• The MPI communication is much large than that of 

ESS 

• All MPI communication finished roughly at the same 

time, creating contention for the scatter phase 
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Numa 
node 

Comm 
Stage 

Gather 
(GB/s) 

Inter-
process 
Comms 
(GB/s) 

Scatter 
(GB/s) 

Correct 
NUMA 

T- 2.9 2.8 2.3 

T+ 4.9 3.6 4.2 

Z- 1.8 2.8 4.1 

Z+ 2.6 2.8 4.2 

Y- 1.1 2.6 3.4 

Y+ 1.4 2.3 5.0 

Sub-
optimal 
NUMA 

T- 2.8 1.5 1.7 

T+ 4.5 3.3 3.4 

Z- 1.5 2.2 3.2 

Z+ 2.3 2.4 2.1 

Y- 0.8 1.6 3.4 

Y+ 1.0 1.5 4.8 

The achieved 

bandwidth for 

different 

communication 

stages 
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Machine Gflops/GPU 

ESS with correct NUMA 51.1 

ESS with sub-optimal NUMA 50.3 

Dirac 36.1 

The final mixed precision multi-mass solver 

performance 
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Conclusion and future work 

• XK6 shows good performance due to its GPUs 

and its Gemini inter-connect 

• NUMA is important in understanding and 

optimizing the performance 

• More understanding necessary for memory layout 

• We are actively working on porting and optimizing 

the gauge generation code into multi-GPUs 
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