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Introduction: Bandwidth and Complexity

Number of Cores in
Median Top 500

e Parallelism is increasing exponentially in HPC
clusters (R*~0.95)

\.

Cluster

¢ Performance data size and bandwidth

requirements are increasing exponentially too )

J

e More parallel execution contexts than lines of
code

e Storage, networking and human visual acuity
can no longer keep up

]
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Introduction: Exploding Bandwidth

Trivial 16,000 process wave equation code

Time to blast
data through a
graduate’s
optic nerve:

Time to
transfer 12
hours of data
over GigE:

1 terabyte of
perf trace data
in just 60
seconds

A bandwidth
of 133 Gbit/s

6 days 9 years

allinea

www.allinea.com



Performance Analysis Approaches

Record Everything

Collect as much as
possible and data mine it
afterwards

Use the cluster to analyse
and mine large data files
In parallel during analysis

Implemented by trace-
based tools such as
Vampir

Statistical Analysis

Only record data that
provides:

= Actionable information
= Context for the above

Example: duration of 16k
MPI_Sends
»= Record the distribution shape
= Record ranks of min / max

 Use the cluster to create
small report files

allinea
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Strengths and Weaknesses

Record Everything

Can sift through and
analyse in extreme detall
after one recording

« Shows the inner workings
of communication
protocols

« Extremely large trace files
* Analysis may require
cluster time

« Care must be taken not to
accidentally add 1000x
overhead

Statistical Analysis

Reliable performance
overview with low (< 5%)
overhead

Small trace files (~20Mb)

Simple to configure, run and
Interpret

Hides the inner workings of
communication protocols

May not contain enough
data to explain why a line or

loop is slow _
allinea
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Attacking Visual Scalability

Profiled: slow_f on 8 processes Started: Wed 3. Apr 12:13:18 2013 Runtime: 109s Time in MPI; 38% Hide Metrics...

Common
horizontal axis

Memory usage (M)
58 - G58.3 (23.7ava)

MPI call duration (ms) =
e e -
0 - 15,1338.5 (1,450.5ava) e B bl o

CPU memory access (%)

o - 100 (18.0avg) BE . _ o L o _
CPU floating-point (%) e - e
a - 100 (24.9avg) | - - Ay Ry r
12:13:18-12:15:06 (range 108.478c): Mean Memory usage 23.7 M; Mean MPI call duration 1,450.5 ms; Mean CPU memory access 18.0 %; Mean CPU floating-point 24.9 %G; Reset | Agg rega te a CrOSS
= all processes
2 use mpi
3 implicit none
4 integer :: pe, nprocs, ierr
5
& call MPI_TNIT (ierr)
7 call MPI_COMM RANK(MPI_COMM WORLD, pe, ierr)
8 call MPI CCMM SIZE (MPI COMM WCRLD, nprocs, ierr) . .
- - - Highlight
30.2% 10 call imbalance . .
32.4% 11 call stride imbalance V|Sua||y
37.4% 12 [Ez11 overlap
13
14 call MPI_FINALIZE (ierr)
15
16 contains

Input/Output | ProjectFies  Parallel Stack View |
Parallel Stack View g x

Always refer to
[=] slow program slow slow.f90: 1

- S— 0. 7% source code

32.4% rF 0.4%  stride call stride slow.fa0: 11

30. 2% 7.1% [# imbalance call imbalance slow.f30: 10

Total Time 5 |MPI IFuncﬁon(s} on line Source Position
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Record Everything Example

L
Ei

le Edit Chart Eiter Window Help

lExLReTERLE|H 2V

Timeline

Function Surnmary

Process 0
Process 5
Process 10
Process 15
Process 20
Process 25
Process 30
Process 35
Process 40
Process 45
Process 50
Pracess 55
Process 60
Process 65
Process 70
Pracess 75
Process 80
Process 85
Process 90
Process 95
Process 100
Process 105
Praocess 110
Process 115
Process 120
Process 125
Pracess 130
Process 135
Process 140
Process 145
Process 150
Process 155

Kl

2755

3505 42,55

| Al Processes, Accumulated Exclusive Time per Function Group
40005 30005 20005 1,000s 0s

WPl
55349 5 |Application

Cantext \Wiew

= = Master Timeline B =+
Property |\/a|ue

Display Master Timeline

Type Function

Function MPI_Send

Function Group MPI

Interval Begin 30.357146 5
Interval End 33368873 5
Duration 3.011727 s

— Communication MatrixMew———— A
Number of Messages

@ o @
Lot v e R v o)

Process 0 12
Process 33 10,
Process 66 7
Process 98 3
Process 131 2,
]| 0

Pick one MPI call and

view its specific data

Can see underlying

Send + Barrier traffic

All waiting for

process 0?
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Statistical Analysis Example

Memory usage (M)

R Show distributions
T B and min/max ranks

g - 11,2551 (3674.8avg)
CPU memory access (%)

0 - 100 (18.0avg)
o - i ( 0Oavg)
CPU floating-point (%)
0 - 100 (24.9avg) P _
o - 100 ( ifavg) g : S = = = e
12:14:47 (+89.258s, 82.3%): MPI call duration ranged from 0 ms (rank 0) to 8,075.1 ms (rank 1) with mean 3,961.0 ms and 5.d. 2,682.0 ms Reset |
Show per-line
¥ sowo @ | : :
= o ot information
=
34 A if (pe f= 0) then
4. e | 35 call MPI_SEND(a, size(a), MPI REAL, 0, 1, MPI_COMM WORLD, ierr)
36 else
37T =3 do from=1,nprocs-1
38 call MPI RECV(b, size(b), MPI REAL, from, 1, MPI CCMM WORLD, stat, ierr)
12.4% | 39 | do j=1,50; b=sqrt(b)*sqgqrt(b+1.1): end do
0.1% . | 40 print *,"Answer from", from,sum(b)
s end do Focus on movement
42 end if
43 end do through code
43.4% _ _ emmseslE ¢ call MPI_BARRIER(MPI_COMM WORLD,ierr)
45
46 if (pe = 0) print *,"flexible approach"”

InputjOutput | ProjectFies  Parallel Stack view |
Parallel Stack View F X

Total Time 5 | MPL IFunction(s) on line | Source IPosiﬁon
= slow program slow slow.fa0: 1
| =l averlap c2ll overlap slow. f30:12 Process 0 busy
44, 1% . | 44.1%  Fmpi_send_ call MPI_SEND(=, size(s), MPI_REAL, 0, 1, MPI_COMM WORLD, .. slow.f90:35 . .
43, 4% N — e [+ mpi_barrier call MPI BRRRIER (MPT COMM WORLD,ierr) slow. fa0: 44 Comput|ng On Ilne 39
12.4% T a3 60 mesqrt (i Fagreibai 1) enddo sowfod®
0.1% . [ B 1 other
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Statistical CPU Analysis

slow_f_4p_2013-04-09_17-12.map - Allinea MAP 4.0-29815
File View Search Window Help

Profiled: slow_f on 4 processes Started: Tue Apr 9 17:12:08 2013 Runtime: 50s Time in MPI: 32% Hide Metrics...

CPU memory access (%)

0 - 100 (274ava)

0 - 100 ( 68ava)

CPU floating-point (%)

0 - 100 (250ava)

o - 50 ( 5avg)

CPU integer (%)

o - 100 (7.5avg)

o - 100 (18avg)

CPU floating point vector (%)

o - 100 (249avg)

0 - 50 ( 5ava)

CPU integer vector (%)

o - 100 (72avg)

0 - 100 (18avg)

CPU branch (%) .

[T} (3.0avg) L o N
o - a0 ( 3avg) = - — - -
17:12:26 (+18.740s, 37.6%): CPU branch ranged from 0 % (rank 0) to 10 % (rank 3) with mean 5 % and s5.d. 5.0 %

20

Input/Output | Project Files | Parallel Stack View |

Parallel Stack View &)
Total Time | MPI Function(s) on line Source Position
=l slow program slow slow.f90:1
(= stride, mpi_barrier call stride slow.f30:11
68.3% IR afi, i i slow.f90:107
18.3% | e . subroutine stride slow.f90:94
9.4% | o afi,3)=x"3 slow.fa0:118
1.6% | - B MPI_Barrier_fortra... source file not found: /home/david/.sllinea/wrapper/libmap-sampler-pmpi-david-sony-27811.c ...i-david-sony-27811.c:1444
5% .l de j=1,2000 slow.f90:104
0.8% |

Allinea MAP 4.0-29815

« Able to see cache performance, floating-point or integer
operations

. ... and other MPI key data a"inea
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Complimentary Approaches

e Quick, low-overhead way to characterize A
performance
e See which lines of code are hotspots
AUEERIAS o (dentify common problems at once y
~
e Pass more obscure problems to an expert
e Now know which loop to instrument and which
Record one performance counters should be recorded
hotspot )

allinea
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Surprising uses for Statistical Analysis

‘ <5% runtime overhead
‘ 20Mb output files

: MAP No instrumentation needed

‘ Run regularly — or in regression tests

‘ Keep XML output files in source control

allinea
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Success with Allinea MAP

“Experience with other profilers
had left us more confused than
informed. MAP is the opposite.”

“We got a 20% speed
improvement in just 3 days”

“I found a performance problem
that I'd been chasing for 3 weeks
on my very first run”

allinea
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Integrated with Allinea DDT

Input/Output ] Project Files | Parallel Stack View |
Parallel Stack View ®
Total Time A MPI Function(s) on line Source Position
E}-benchmarks benchmarks.F90:1
= allocates [inlined] Call allocates benchmarks.F20:109
38.8% o miibislhddinieiilag _ malloc Allocate(a(xm,ym, levs)) benchmarks.F90:596
27.1% , 4d hadalaialls .. @ _10_str_pbackfail... Deallocate(a) benchmarks.F30:597
18.0% | | % automatic_vs_alloc... Call automatic_vs_allocated benchmarks.F90:110
15.3% iam. | - array_notation [inli... Call array_notation benchmarks.F90:108
08% , | . B
Allinea MAP map-dev

« World-class scalability

o Shares Allinea DDT tree architecture —
proven beyond Petascale

« Data is merged on the cluster: no huge files.

allinea
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Allinea DDT at Scale

OAK
RIDGE

National Laboratory

THE SUPERCOMPUTER COMPANY

Full scale on Blue Full Cray Support Full scale on Titan

Waters e “Allinea has proven a e “The transition has

¢ Full interactive GUI at great partner on been smoother than

700,000+ processes, 30x multiple installations” previously thought
possible”

¢ “DDT is tightly-
integrated into the Cray
programming
environment”

allinea
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faster than required e “Known for its

e “We can ramp up and scalable performance
down and not only pay and interface”
for the largest possible
case”




Unified Products: DDT + MAP

‘ Use Allinea MAP to find a bottleneck
lin

MAP Flick to Allinea DDT to understand it

‘ Compare variables, expressions, call paths

‘ High memory usage? Use DDT to find out why

‘ Common interface and settings files

allinea
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Thank-you! Any Questions?

Try Allinea MAP and Allinea DDT for yourself:
www.allinea.com

QT
allinea

Produc Case stud; Partners Knowledge center News and events. Blog About us Contact us
Allinea 00T > Allinea MAP
Alnea MAP > An MPI profiler that just works,
Overview > without slowing down your program
Features >
Plattorms > b
Free Trial > { h
map
Licensing > X
Purchase > it = = =
An MPI profiler built on simplicity, beauty and trust
Downloads >
P > There's no need to instrument your code or remember arcane compilation settings. Just compile your code with
-g and start Alinea MAP as you would mpiexec
Demo video >

$ map -n 128 Jbt_128_C datafile.in
Trials, downloads,
support

Contact sales >

Simple. Allinea MAP shares the same batch queue integration as Alinea DDT. which means it will happily submit
Jobs for you and export the data when they are done.

Beautiful results that make sense without a two-day
training course

Allinea DDT free trial »

Buy Allinea DDT > After your program finishes, Alinea MAP shows you the lines of source code that took the longest. With time
spent computing in green and communicating in blue, It's the clearest way to see what actually happened during
Allinea MAP free trial 3 | O

Buy Allinea MAP )
Bustt on Alinea DDT's industry-leading GUI. many of the Allinea MAP views will be familiar - the source code.
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