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Abstract—Cray customers are increasingly demanding better ~ features in general, as well as those used to control system
performance per watt and finer grained control of total power  energy consumption [3]. Power monitoring of Cray systems
consumption of their data centers. Customers are requesting il e extended over time to enhance current and introduce

features that allow them to optimize application performance biliti A to fi ined itori
per watt and to conduct research in support of future system new capabiliies. ACCESS 1o hiner grained power monitoring

and application power efficiency. New system procurements are and control is needed to support research and development
growingly constrained by site power and cooling limitations, in advanced power management. Cray is committed to

the cost of power and cooling, or both. This paper describes understanding changing industry and customer requiresnent
features developed in support of system power monitoring and a4 s driving to meet these requirements as future hardware
management for the Cray XC30 product line, expected use .

cases, and potential future features and functions. and software designs are developed [4] [5].

In this paper we will first outline the power monitoring
and management features now available on current Cray
XC30 systems and give some details as to how they are
implemented. Section]ll describes how the current features
can be used to implement some common, while section

Cray customers are increasingly demanding better pem]discusses intended use cases of interest to customers.
formance per watt and finer grained control of total powerFollowing that, section IV previews new features currently
consumption in their data centers. Some features towargeing developed and some of the features planned for
that end are to enable users and data centers to optimizgplementation in the 2014 - 2015 time frame.
application and library performance per watt, bill users fo
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I. INTRODUCTION

job power consumption, and to conduct research in support || CURRENT XC30 POWER MONITORING AND

of system energy efflcllency. At the same time new sys- MANAGEMENT FUNCTIONALITY

tem procurements are increasingly constrained by total sit

power and cooling limitations either in cost or infrastuuret The initial release of base software support for XC30

It is now common for new system bids to be driven by totalpower monitoring and management functionality shipped in
cost of ownership (TCO) where the total energy cost forJune of 2013 as part of the System Management Worksta-
the life of the system can have a dramatic effect on thdion (SMW) 7.0.UPQO3 and Cray Linux Environment (CLE)
amount of hardware that can be proposed to meet custom&r0.UPO3 releases. Those releases included support fgr Cra
requirements. Use of overly conservative power estimateMarble blades with Intel Sandy Bridge processors, however
when developing system proposals can result in reducethat support was limited in that data collection into the Bow
overall system capabilities and over-provisioning of site Management Database (PMDB) was disabled by default.
level infrastructure. As a result, it benefits everyone ia th Customers interested in experimenting with the new power
HPC community to work toward informed and reasonedmonitoring features in the first release needed to manually
energy efficiency. enable data collection.

Toward that goal, Cray has made substantial investments Subsequent releases have added some additional features
in its software and hardware capabilities for energy ef-and refinements. The first major update in September 2013
ficiency all the while continuing to develop best-in-classas SMW 7.1.UP00 and CLE 5.0.UPO0O enabled data col-
extreme scale systems. In the near future, the developmekiction into PMDB by default, These releases included
and runtime management of systems will necessitate delivResource Utilization Reporting (RUR) support of applioati
ering exascale performance within a targeted 20 MW poweenergy reporting with its energy plugin, and power manage-
envelope [1]/[2]. It is clear to Cray that both software andment and monitoring support for Cray Graphite Blades with
hardware will need to play a part in that engineering. NVIDIA K20 GPUs as accelerators.

Accurate and timely power monitoring data is critical The most recent software releases: Cray perftools/6.1.3
for evaluation and development of hardware and softwar¢December 2013), SMW 7.1.UP01 (December 2013), and
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Figure 1. Cray power monitoring and management software stack

7.2.UP0Q0 (March 2014) provided additional power monitor- At the blade-level, a new blade controller daentmpmd
ing and management functionality: support for Intel Xeoncollects node and Aries Network Card (ANC) point-in-time
Phi coprocessors, NVIDIA Tesla K40 GPUs, enhanced RURbower at 10 Hz. The 10 Hz point-in-time power data is
user level reporting capabilities, and Cray Programminghen used to maintain a 64-bit accumulated energy counter
Environments (PE) support for Intel Running Average Powerfor each of the four nodes and the ANC on each blade.
Limiting (RAPL) and custom Cray pntounters. This point-in-time power and accumulated energy data is
The high level power monitoring and management soft-sent from the blades up to the SMW at a default effective
ware stack represented in Figlire 1 calls attention to someate of 1 Hz. Note that power and energy data collected
of the major functional blocks of current Cray power mon- at the blade-level is buffered before it is sent to the SMW.

itoring and management stack. This data buffering prior to transport to the SMW, using the
) ) Cray event router, is done in order to optimize performance
A. XC30 System Environment Data Collection and minimize small packet processing overhead over the

The Cray software distribution includes System Envi-Hardware Supervisory System (HSS) network. The existing
ronment Data Collection (SEDC) software which supportscabinet controller daemastsysdhas been updated to collect
collection of system environmental data including cabinet cabinet-level power (for both the rectifiers and blowers,
, blade-, and node-level sensors for temperature, curreniyhere applicable), accumulated energy, current, andg®lta
and voltage. The SEDC monitoring infrastructure has beemata which is sent to the SMW at a static rate of 1 Hz.
part of the Cray HSS software stack for several product
generations and has been been enhanced in further suppbrt POWer Management Database
of power monitoring goals. SEDC updates for XC30 include On the SMW, all power and energy related data is
the addition of all available current sensors and many newollected by a new daemotipmd This daemon buffers and
sensors provided by the Intel Xeon chipset. Section IV-Binserts this data into the new PostgreSQL-based [6] PMDB.
discusses future plans to convert SEDC from its current us&he xtpmd daemon also listens for application start, stop,
of flat files for data storage to using the PMDB as its backingsuspend, and resume events from ALPS. Upon receiving
store. these events, xtpmd updates PMDB tables tracking: job

) o start/end time, job-id, application-id, user-id, and &gl
B. High speed out-of-band power/energy monitoring tion node allocation data. Power and energy data at the

A new high speed, out-of-band power/energy data colcomponent-level for cabinets and blades is stored in the
lection capability has been developed for the Cray XC30pmdb.ccdata and pmdb.hdata tables, respectively. Both
This new high speed capability enables collection of cabine of these tables are partitioned to allow for manageable in-
, blade-, and node-level power, energy, and related data. Thdexing and their total size is limited by per-table paramsete
software has been designed to be extensible as hardware withaximum number of table partitions and the maximum
finer-grained monitoring capabilities becomes available. number of rows per table partition. The pmdb.data and



pmdb.bc data tables maintain a configurable maximum size | /sys/cray/pm_counters/accel energy:24675886 J

by table partition rotation: dropping the oldest partitimd /sys/cray/pm_counters/accel_power:22 W
adding a new table partition for new data. /sys/cray/pm_counters/accel_power cap:0 W
A ‘hooks’ interface allows for specifying scripts to ex- /sys/cray/pm_counters/energy:71224823 J

ecute when a partition is about to be dropped. Along /sys/cray/pm_counters/freshness:4516770
with the data table sizing parameters, this hook inter- | /sys/cray/pm_counters/generation:9

face are intended to allow for site-level customization /sys/cray/pm_counters/power:62 W
and can be managed via thepmdconfigutility on the /sys/cray/pm_counters/power_cap:425 W
SMW. A potential use for this interface might be to pe- /sys/cray/pm_counters/startup: 1396011015159068
riodically backup data to an external disk. The default | /sys/cray/pm counters/version:1
hooks that ship with the software release remove entries
from the job-related tableg prmdb. job_tining and
prdb. j ob_i nfo) when raw node-level data for given
jobs is dropped. Note that without the default hook function
ality the pmdb.jobtiming and pmdb.jobinfo tables would g |n-pand access to power/energy monitoring
grow un-bounded.

Figure[2 shows an overview of the user-facing PMDB
schema. In addition to the aforementioned job andg

component-level data tables, PMDB provides metadata taf_rom CLE via special sysfs files in /sys/cray/poounters.

bles to describe that data and aid in development of custon? o .
o his in-band access path will not cause system overhead
SQL queries: T ; .
] ) _ _ or application jitter when the data is not being accessed.
» pmdb.sensoiinfo: Lists the _|d, name, and units for The /sys/cray/pmcounters (Figuré 3) include all of the
each sensor referenced in the pmdbdata and 10 Hz data indicated above, as well as some other useful
pmdb.bcdata tables, information including power cap settings that may be in
« pmdb.nodesFaciliates lookups between NID values piace. The /sys/cray/pmounters files are read-only and

stored in the job tables and component name valuegyailable to (unprivileged) users and debug, performance,
which are used to query the component-level datgyng system accounting utilities.

Figure 3. Snapshot of /sys/cray/poounters on gGraphite) node

Blade level HSS software publishes node (and accel-
rator) power, energy, and related data collected out-of-
and in a way that allows (on-demand) in-band access

tables, and _ - Other ‘meta-counters’ available in /sys/cray/maunters
« pmdb.sensospec Details hardware-specific sensor are worth brief mention. Théfreshness’counter is incre-
specification information. mented by the lowest level firmware on each pass through

For more details, refer to Chapter 3 of [7]. Readersthe loop reading the hardware sensors. This can be used
interested in accessing the PMDB should pay attentioio test data quality. The freshness counter should incre-
to the SQL helper functionsour ce2cname( sour ce) menting at approximately 10 Hz. If the freshness counter
and cnane2source(‘cnanme’) which are also stops incrementing, all of the other counters are invalid.
described in [[7] and their use is demonstrated inThe ‘generation’ counter is incremented any time a power
the example scripts that ship with the SMW releasecapping change is made. By reading the generation counter
smw:/opt/cray/hss/default/pm/scrigixamples before and after a code is run, a change in the power cap
can be detected even if the initial and firfpbwer_cap’
D. Accelerator (GPU/MIC) power/energy data collection counter readings match. The use of the generation counter

In addition to the node-level data listed above for two!1iS Way should be considered a hint for debugging. Finally,

socket nodes, point-in-time accelerator power and accelefl® ‘Startup’ counter is included in order to allow for the
ator accumulated energy data is collected for XC30 bladéjete_ctmn ofa blaqe controller r_eset.

types that include accelerators. Low level data collectibn  Cven all of this, the following rules should be con-
accelerator data is also accomplished at 10 Hz, leveragin dered when comparing two snapshots of files in the
the same infrastructure developed for the non-acceleratddyS/cray/pmcountersdirectory on any given node:

blades. The hardware components and software that collect « The ‘startup’ counters must match.

accelerator data is the same for the blade types that supports The ‘freshness’counter incremented at a rate of ap-
the NVIDIA GPU (Cray Graphite) and Intel Xeon-Phi proximately 10 Hz.

(Cray Granite). As with the node-level energy counters, the ¢ Accumulated'energy’ (and ‘accel_energy; if applica-
accumulated accelerator energy counter is maintained by ble) counters are monotonically increasing.

HSS software in a 64-bit register that is not expected to ¢ Node-level’‘power’ counters must never be zero.
rollover and will only reset on a blade-controller reboot or Although it is not strictly necessary, some software widde
power cycle. all of the counters twice and only capture a snapshot if the



cc_data sensor_info job_info job_timing
Contains observations for all Lists each sensor referenced in the Lists data for each job (one row per Contains timings for each job (may have
cabinet-level sensor data. bc data and cc data tables. job). multiple rows for suspended and resumed
ots TIMESTAMPTZ P8 — censor_id __INTEGER *job_id VARCHAR(32) LL@ [005):
osource INTEGER osensor_name TEXT +apid NUMERIC(20,0) *job_id  VARCHAR(32)
oid INTEGER °sensor_units TEXT ouser_id INTEGER *apid  NUMERIC(20,0)
°value BIGINT enids  BIGINT[] *start_ts TIMESTAMP
sensor_spec °end_ts TIMESTAMP
Contains hardware sensor specification
bc_data metedsts, nodes
Contains observgtions for all blade- °comthype TEXT Stores lookups for NID to component
and node-level sensor data. °reading TEXT name translation.
o cunits TEXT *comp_id VARCHAR(16)
Ozzurce '{;ﬁEEEQMPTZ °lsb_resolution NUMERIC *nid num BIGINT
oid INTEGER °full_scale NUMERIC
ovalue BIGINT caccuracy_percent NUMERIC
°derivation TEXT

Figure 2. PMDB user-facing schema

‘freshness’counter is the same in both. Most use cases aréterface (CLI) program that is intended to support all out-
not impacted if some counters are 100 ms older than thef-band power monitoring and power capping configuration
others in a snapshot. settings on XC30 systems. Power capping in xtpmaction is
The Cray RUR software provides an energy plugin thatsupported by creating, applying, and updating power cappin
uses the /sys/cray/proounters to report application energy ‘profiles’. Power capping profiles allow the administrator
usage. The RUR energy plugin calculates total applicatioto define worst case power limits for each blade type in
energy by reading node accumulated energy for all nodethe system. There may be multiple power profiles defined
assigned to an application, both at startup and completiorfpr a system, but only one profile can be enabled at any
subtracting to get node-level energy, and finally summingime (per partition or system). All blades supported in XC30
energy over all nodes in a job. With several standard outpusystems support a ‘node’ power capping control. Blades with
options and the ability to be extended by the customeraccelerators (i.e., Cray Granite and Graphite blades) aave
RUR can be configured to get application energy usagedditional ‘accel’ power capping control. The power man-
information into the hands of system administrators, thirdagement configuration ‘profile’ uses keyatue pairs where
party workload management logs, and directly to usersthe ‘node’ and optionally ‘accel’ controls are keys, and the
The latest RUR release in (CLE 5.2.UP01) also adds gower cap value is expressed in watts. The nodstskey-
user level opt-in for reporting data directly to user saddct value pair is used at the node level to enable node-level
destinations. With this opt-in configuration option it skbu power cap enforcement via Intel's Node Manager firmware
be much easier to enable user-level reporting at customesupport for RAPL [12] [13].
sites. Note that RUR is installed with CLE, but by defaultit On Cray nodes with accelerators, the optional [ac-
is not enabled. RUR configuration information is availablecel=wattd key-value pair can be used to limit that maximum
in the Cray publication S-2393Managing System Software GPU or MIC power consumption. Note that the ‘accel
for the Cray Linux Environmer8]. control is a subset of the ‘node’ control, and as such, is
Cray Programming Environments software has in-intended to allow for changing the balance of max-power
tegrated support for the Intel RAPL counters andbetween the Xeon host processor and the accelerator. The
[sys/cray/pmcounters in the perftools/6.1.3 release (Decem-default for administrator-managed power capping is to only
ber 2013). This support in PAPI [9] and CrayPat toolsuse the ‘node’ control and allow the accelerator to use
requires CLE 5.1.UP0O0 or newer to be installed on theas much power as it wants while staying within thermal
system. For information on how to use this new Craylimitations.

PE functionality on a live system trymodul e | oad Initial support for system power capping on XC30 shipped

perftool s/6.1.3; man rapl [10]. with the SMW 7.0.UP03 software release. Support for new
blade types including accelerators have been in subsequent

F. System level power capping releases, and Cray intends to continue to support power

System level power capping on XC30 systems is impleCaPPiNg functionality on all future XC30 blades.
mented in a layered approach using a combination of soft- i
ware, firmware, and processor hardware support. The xc3f- P-state at job launch
system administrator interested in enabling, configunatio Cray XC30 systems have support for running jobs with
or modifying power capping settings will do so using the a fixed p-state frequency. This functionality is provided is
programxtpmactionrunning on the SMW [11]. order to allow customers to save energy when they know that
The xtpmaction program is the single command linerunning with the Cray-default Linux ‘performance’ governo



is sub-optimal, desire to trade job-level power consunmptio values are collected and stored at a fixed 1 Hz cadence, the
for increased runtime, or conduct research. Research in tténestamps for all cabinets will not be at the same exact time
use of p-state by Laros et al. shows effective use of p-statt the millisecond, so it is necessary to use ‘data binniag’ t
to save energy on HPC applications [3] [14]. Cray’s supportadjust the values over the entire system to the same second
for running jobs or applications with the Linux ‘userspace’ and then perform the summation. Additionally, if a cabinet
governor and a fixed frequency can by accessed usingpcludes a blower, then both rectifier and blower power will
the aprun --p-state=KHz option, or via workload need to be summed to arrive at the total power for that
manager use of the Batch Application Scheduling Interfaceabinet. Using this method, it would be possible to build a
Library (BASIL) to request a fixed p-state frequency at job per-second time series of historical system power data that
reservation time. Usage details are described in sect®n 4.could be used in capacity planning.
of [7]. In addition to the basic text-based queries mentioned
above, some basic bash programs have been developed for
in-house use that support the generation of plots visually
conveying system and cabinet level power and energy data.
In this section, we will introduce some of the use casesThe two plots in Figure 5 show Total System Power, the
envisioned and supported by the current power monitoringums all of the compute cabinet and blower cabinet data
and management features of the Cray XC30 system. Firsgvailable for the user's requested time interval (left)d an
we will touch on some higher level topics, and then someCabinet Power, only the compute cabinet power with each
simple examples will be presented, but not in great detailcabinet plotted individually (right). These plots help to
Three other papers planned for CUG 2014 are expecteiflustrate the utility of looking at the data from more thameo
to dive deeper into the use of some of the XC30 powemperspective. Having power data in an SQL database opens up
monitoring and management capabilities from the systenopportunities for site-specific use cases. The system edofil
operations and applications development and benchmarkinig the plots shown in Figures 5 has multiple blade types,
perspectives [15] [16] [17]. runs a mix of dedicated and shared batch time slots, and is
likely not typical of a production data center.

IIl. USE CASES FOR CURRENXC30 POWER
MONITORING AND MANAGEMENT FEATURES

A. Access to realtime system power consumption data

First, we will describe the use of thetpget command C. Access to application-level PMDB data from the SMW

line tool. The use of xtpget is intended to be very simple, Personnel with authorized access to the SMW can ac-
and not require the user to have any programming ocess detailed power, energy, and application allocation
database experience. The output of xtpget shows systedata from the PMDB and log files on the SMW. In
power (current, rolling average, and peak), and accundilatethe following examples, we collect data for an applica-
system energy for a user specified count|(-- count)  tion which was run two times, apruns corresponding to
number of samples. The user can request continuous outpALPS apids 1348984 and 1348989. The example script
with a count of zero {- count =0). The default delay cray_pmdh report energy single job.shwas used to gener-
(- d| - - del ay) and window { W - - Wi ndow) settings are ate the text captured in two sets of text output captured in
1 and 10 seconds, respectively. Figure[ 6. A slightly more complicated script was used to
The output ofxt pget -c¢ 15 -d 5 -w 20is shown generate the gnuplot output captured in Figure 7. The script
in Figurel4. The example output shows that each line olused generate the gnuplot leverages the concepts demon-
output starts with a timestamp followed by current power,strated in the craypmdh report energy single job.sh ex-
average power, peak power, and accumulated energy for themple script but also extracts point-in-time power informa
system, with the average and peak power values for thdon for each node in the application and feeds that data into
requested 20 second window. gnuplot. In this example only the node (i.e., nid) assignisien
changed between the two runs, but you can see how this may
B. Access to system-level PMDB data from the SMW o yery useful in profiling the effects of many different tgpe
For access to system-level power and energy data at @f application parameters.
finer-grained level, users with SMW access can query the i
PMDB. Because of the flexibility inherent in collecting D- Systém power capping
finer-grain data, a number of statistics can be calculated Perhaps the best use case for power capping on a Cray
include system power, system accumulated energy, pesystem is the use of a power cap that is set up to prevent
cabinet power statistics, per-cabinet cooling powerstiai,  unexpected power spikes above and beyond that of the
etc. normal workload of the target system. The first step in
For example, an aggregate of the power for all cabinets irsetting up this use case is to profile the system for some
the system at a point in time is effectively the total systemamount of time and get an understanding of the system-
power at that point in time. While cabinet power and energyand node-level power consumption typical typical of a site.



crayadm@smw:~> xtpget -c 15 -d 5 -w 20

2014-02-31 16:50:49.073026 - Current Power 31124.00 (W) Average Power 30771.40 (W) Peak Power 31124.00 (W) Accum Energy 7845268553 (J)
2014-02-31 16:50:54.078609 - Current Power 30688.00 (W) Average Power 30747.00 (W) Peak Power 31124.00 (W) Accum Energy 7845422215 (J)
2014-02-31 16:50:59.084072 Current Power 30052.00 (W) Average Power 30651.60 (W) Peak Power 31124.00 (W) Accum Energy 7845574067 (J)
2014-02-31 16:51:04.089529 Current Power 30426.00 (W) Average Power 30665.40 (W) Peak Power 31124.00 (W) Accum Energy 7845726862 (J)
2014-02-31 16:51:09.094993 Current Power 30862.00 (W) Average Power 30574.40 (W) Peak Power 30943.00 (W) Accum Energy 7845879847 (J)
2014-02-31 16:51:14.100450 Current Power 30542.00 (W) Average Power 30530.60 (W) Peak Power 30862.00 (W) Accum Energy 7846032402 (J)
2014-02-31 16:51:19.105841 Current Power 30367.00 (W) Average Power 30605.80 (W) Peak Power 31122.00 (W) Accum Energy 7846186033 (J)
2014-02-31 16:51:24.111266 Current Power 30884.00 (W) Average Power 30657.10 (W) Peak Power 31122.00 (W) Accum Energy 7846340208 (3)
2014-02-31 16:51:29.116686 Current Power 30185.00 (W) Average Power 30603.80 (W) Peak Power 31122.00 (W) Accum Energy 7846491626 (J)
2014-02-31 16:51:34.122141 Current Power 30194.00 (W) Average Power 30633.20 (W) Peak Power 31122.00 (W) Accum Energy 7846644499 (J)
2014-02-31 16:51:39.127620 Current Power 30177.00 (W) Average Power 30526.90 (W) Peak Power 31024.00 (W) Accum Energy 7846796235 (3)
2014-02-31 16:51:44.133053 Current Power 30064.00 (W) Average Power 30450.60 (W) Peak Power 31024.00 (W) Accum Energy 7846948160 (J)
2014-02-31 16:51:49.138476 Current Power 30550.00 (W) Average Power 30498.40 (W) Peak Power 31024.00 (W) Accum Energy 7847102066 (J)
2014-02-31 16:51:54.143891 Current Power 30237.00 (W) Average Power 30429.35 (W) Peak Power 30837.00 (W) Accum Energy 7847254243 (3)
2014-02-31 16:51:59.149293 Current Power 30329.00 (W) Average Power 30525.75 (W) Peak Power 31026.00 (W) Accum Energy 7847407330 (3)

Figure 4. xtpget -c 15 -d 5 -w 20
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Figure 5. Total System Power (left) and Cabinet Power (Jiglotver plots. 22 hours of four cabinet system data from PMD®Bhdb.ccdata table

crayadm@smw:> cray_pmdb_report_energy_single_job.sh 1348984 crayadm@smw:> cray_pmdb_report_energy_single_job.sh 1348989
APID | Joules | KW/h | Runtime APID | Joules | KW/h | Runtime

————————— B e e L L e e L P L] B e e
1348984 | 1429854 | 0.39718166666666666667 | 00:16:00.331099 1348989 | 1406221 | 0.39061694444444444444 | 00:16:01.975384

(1 row) (1 row)

Component | NID | Joules Component | NID | Joules

———————————— ekt S T B e B e

c0-0c2s1n3 | 135 | 254804 c0-0c2s0n0 | 128 | 264193

c0-0c2s2n0 | 136 | 259806 c0-0c2s0nl | 129 | 248445

c0-0c2s2nl | 137 | 249678 c0-0c2s0n2 | 130 | 250200

c0-0c2s2n2 | 138 | 249055 c0-0c2s0n3 | 131 | 254549

c0-0c2s6n3 | 155 | 264470 c0-0c2s1n0 | 132 | 249498

c0-0c2s9n0 | 164 | 152041 c0-0c2slnl | 133 | 139336

(6 rows) (6 rows)

Figure 6. Text based application energy profiling outputdpids: 1348984 (left) and 1348989 (right)

The system- and node-level data in the PMDB should helpyour settings. One may find that pmact i on -a power
make that effort straightforward. The next step is to select - i nt er acti ve tuning support is useful during this step

a power cap for each of your compute node types that i®f the process. The intent of this usage mode is to allow
slightly higher than the previously measured peak (or atlea your applications to run at or near maximum performance
higher than the average measured active) power consumptidout also avoid unexpected power spikes. This is likely an
of the important applications at your site. After determini iterative process to set up, making small adjustments until
what the node-level power capping targets should be, théhe correct balance for a given site is found. There are akver
xtpmaction CLI can be used to create, edit, and applyariations of this use case that can be considered including



Figure 7. gnuplots of application power for apids: 13489@4t) and 1348989 (right)

different cap settings for nights, weekends, or particdiys  older prototype XC30 hardware. The raw numbers in this
of the week. data are less important than the clear indication that there
For sites that may require power cap settings that are morare opportunities to save energy using the p-state controls
restrictive, the use case is likely very similar to what wastj and that tools are available to collect sensor data to etealua
outlined above. The key difference is that aggressive powethe results of benchmarks and real application runs.
capping is likely to have a more drastic negative impact on
any jobs that when left uncapped would exceed the required V- PROPOSED NEW POWER MONITORING AND
cap settings. For these applications it may be possible to MANAGEMENT FEATURES
mitigate some of the node-to-node performance imbalances In this section, we will preview feature either in de-
caused by power capping by running these applicationgelopment or planned for development. All features and
at a lower frequency with thaprun --p-state=KHz  functionality, dates, and figures specified are preliminary
option. and based on current expectations and are subject to change
A third use case for system power capping is in supporiithout notice.
of events that call for temporary reduction in power con-
sumption. With up-front planning, a site can be prepared®. Workload manager (external) power monitoring and
by creating one or more named power capping profilegnanagement interface
that target different maximum system power limits. The Cray is in the process of implementing interfaces that
interactive capabilities of xtpmaction mentioned above ca allow third party workload managers (and other authorized
also be used to do what-if calculations when generatingoftware/users) running on select service nodes the yabilit
contingency profiles. This use case is likely to also look ato monitor and control the power and energy consumption
the trade-offs associated with manually powering off somesf Cray XC30 systems. At the lowest level, we are imple-
nodes during extremely limiting situations where powermenting RESTful Web Services APIs and JSON-encoded re-
capping alone is not practical to run critical jobs with quest/response packets. Cray is building an OpenStack [18]
acceptable performance. style service on top of the low-level APIs calledpmc(Cray
We believe that with current XC30 systems all three of AdvancedPower Monitoring andControl). This service and
these use cases above can be implemented today. Howevgnderling APIs is a first step in integrating Cray system
we also know that there is much more that can be done ilmonitoring and management with OpenStack components.
this area with the help of third party workload managementn addition to implementing the JSON-based RESTful Web
software, more on that topic in Section IV-A. Services API in accordance with OpenStack conventions,
the OpenStack Keystone [19] service will be integrated to
provide authentication (authN) and high-level authorarat
As a demonstration oipr un - - p-st at e=KHz capa- (authZ) services. The capmc service is intended to allow
bility, the graphs in Figurel8 show application energy, andworkload management software (or other authorized users)
application performance for a series of DGEMM runs ona convenient layered interface for software development,

E. Application level p-state at job launch
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testing, and integration. We expect that third party waaklo node on or nodeoff operations have completed. Note that
manager (WLM) vendors and others will be able to usethis ability to check on the status of nodes after performing
these new capabilities exposed via the capmc service tasynchronous operations is not required but expected to be
implement advanced power monitoring and management uagseful.

cases including: the ability to turn off idle nodes, manage 2) get systempower, and getsystempower details:

node level power capping, and access power and energy dathe get systempower subcommand is used to access
for the running system, nodes, and applications [20] [21]minimum, average, and maximum power for the sys-

[22]. tem for a specified window of time. The caller is ex-
The capmc service implements multiple subcommandpected to supply a starting time and window length. The
(sometimes referred to as applets): get systempower details subcommand is used to request

1) capmc nodeon, nodeoff, noderules, and minimum, average, and maximum power data for each of the
node status: These subcommands are all related tocabinets in the system. As the geystempower subcom-
managing how many compute nodes are powered on onand, the caller of gesystempower details is expected
off. The nodeon and nodeoff commands turn power to provide a starting time and time window length. The
on and boot the nodes into a usable state or cleanlpbility to access historical data is limited by the size of
shutdown and power off the requested nodes. iitbde on  the system and the amount of resources dedicated to the
and nodeoff subcommands will be implemented as backing database (PMDB). These calls are also expected to
non-blocking operations, in that the service will completelimit the maximum valid time window to one hour. It is
after communication of the request to the system. Thesexpected that third party WLM software will poll for this
subcommands will only fail if that communication fails or type of system power data on each scheduling cycle, on a
invalid parameters are detected. one to five minute timer, or on-demand from an interactive

The noderules subcommand informs the third party System workload administrator.
software about hardware (and perhaps site-specific) rules 3) get node energy counter, getnode energy stats,
and timing constraints that allow for efficient and effeetiv and  getnode energy: The get node energy stats
management of idle node resources. The data returned kget node energy, getnode energy counter allow flexible
the noderules command will inform the caller how long on access to node energy data by nid-list, job-id, or ALPS
and off operations should be expected to take, the minimurapplication-id (apid). For these commands the flexibility
amounts of time nodes should be left off to actually savestarts with the option of supplying an apid that the system-
energy, and perhaps limits on the number of nodes thagervice can then use to generate node-list, start-time and
should be turned on or off at any given time to prevent rapidend-time information. The caller can also use an apid
changes is system power consumption on platforms enforowith an explicit start-time and end-time options to get
ing ramp-rate-limiting. While the nodstatus subcommand information on a running application.
is not limited to use when managing idle nodes, it provides Theget node energy statssubcommand returns total en-
third party software the ability to validate that requestedergy for the selected nodes, average energy for nodes in



the set, standard deviation of energy for nodes in the setpn watts. This infrastructure is an extension of the static
two ordered pairs of (NID, energy) for the minimum and system power capping introduced in section II-F.
maximum energy nodes, the duration of the interval in The getpower cap subcommand will return the power-
seconds, and the node count. All energy values are in joulesapping control(s) and current settings for all re-
This output format is expected to be very useful and efficienfjuested compute nodes. Note that a power-cap setting
when dealing with large node counts, as it can fully leveragdvalue) of 0 is a special case fonot-capped. The
the capabilities of the system-service database to generaset power cap subcommand allows the authorized caller to
statistics. set the same controls that are returned by p@iver cap

The getnode energy subcommand takes the same usewithin the minimum/maximum constraints returned by
inputs as getnode energy stats but rather than returning get power cap capabilities. It is expected that third party
statistics it returns the time window in seconds for the datasoftware will interact with these three power-capping sub-
returned, the total node count, and an array of node/energyommands using formatted JSON.
data with one element for each selected node. This output One way to envision using the node level power capping
format will scale with the number of selected nodes, andwould be to provision multiple batch queues, where each
allows the caller more flexibility in processing the energyqueue is assigned a different node-level power cap. The
data. number of nodes assigned to each queue could be either

The get node energy counter subcommand requires an static, or dynamic but for simplicity we will consider the
explicit point in time and does not calculate energy usedstatic use case. The power cap settings and the number
over a time window like the previous two subcommands.of nodes assigned to the queues can then be used to limit
The data returned by getode energy counter is the raw total worst case system power draw. In this configuration we
accumulated energy counter value for each selected nodewould expect that there might be policies put in place that
The raw accumulated energy (snapshot) data for any givereward use of the lower power queues. The WLM would use
node is only useful when compared to another snapshot fatapmc’s power capping subcommands at queue initialization
the same node. This command places the most amount ¢ifne, and whenever static (or dynamic) adjustments in the
work in the hands of the caller but allows for the mostnumber of nodes assigned to queues are made. Another
flexibility. Using this call third party software can traotdl  use case would allow users to indicate a desired per-node
energy, and running energy usage of long running applicapower reservation at job submission to the WLM. The WLM
tions, where the runtime of the application may be longemwould in turn use the requested total power for the job
then the depth of data in the system-service database. This a scheduling constraint, and at job launch time, the
also would allow the third party WLM software to directly WLM would use the capmc sgiower cap subcommand
deal with other advanced use cases like suspend/resume, jab configure the node-level constraints for all of the nodes
migration, etc. Note that this interface can not be used t@ssigned to the job.
access data at granularity of less then one second. The ability for WLM to monitor and manage system and

4) get power cap capabilities and gefpower cap, node level power makes several new use cases available
set power cap: The get power cap capabilities and and should allow system to run much closer to site power
get power cap, setpower cap subcommands allow for limits while maximizing total system performance. Cray has
third party software management of node level powerstarted working with WLM vendors to communicate the
capping. The high level goal of these three subcommandproposed capmc APIs; vendors in turn are expected to start
is to enable flexible, efficient node-level (and finer whenevaluating how these new capabilities might fit into their
available) capabilities that can support multiple use gaseproduct roadmaps.
without enforcing policy. -

Given a list of nodes, the subcommand B- Unified PMDB + SEDC Database
get power cap capabilities will return information about  Cray has plans in place to modify SEDC software to use
power capping capabilities, controls, and valid rangesthe PMDB as its backing store. This change will allow for
These capabilities are returned in a structured way whereuch easier access to data with standard SQL queries from
information is grouped for all cases where the hardware ishe SMW, as well as enable use cases that integrate access to
common. So even though the call may request capabilitieSEDC sensors with the high-speed data currently collected
for all of the compute nodes in a system, the maximumand stored in the PMDB. The current plan will add two
response size is limited to one group for each hardwar@ew sensor data tables to the PMDB, one for data collected
node configuration in the system. On current two sockett the blade-level and the other for data collected at the
XC30 nodes, there is a single ‘node’ control that will cabinet level. This mirrors the current PMDB support for
have minimum/maximum range information in watts. Crayblade and cabinet level data collection and table partiign
XC30 nodes with accelerators have an additional ‘accelThe SEDC work is also targeting improvements in SEDC
control that also has minimum/maximum range informationdata configuration management.



C. Moving PMDB off-SMW [6] “PostgreSQL,” (Accessed 11.Apr.14). [Online]. Available:

Cray is investigating options for moving the PMDB off http:/www. postgresg.org/

of the SMW. Motivations for moving the database off- [7] “Monitoring and managing power consumption on the

SMW include the ability to scale to very large system sizes Cray XC30 system, Cray publication S-0043-72," (Accessed
while retaining node-level data for long periods of time and 11.Apr.14). [Online]. Available: http://docs.cray.com/books/
decoupling database-related load from the SMW. Another S-0043-72/5-0043- 72.pdt

motivation is a potential for more direct access to the data[g] “managing system software for the Cray Linux Environment,

than is available on the SMW. At this point, we expect that Cray publication S-2393-52xx,” (Accessed 11.Apr.14).

continuing to run the PMDB on the SMW is a good option [Online]. Available: http://docs.cray.com/books/S-2393-52xx/
for many site configurations. With that in mind, this work S-2393-52xx.pdf

will also consider other possible on-SMW PMDB hardware [9] “PAPI: Performance Application Programming Interface”

and software configurations. (Accessed 11.Apr.14). [Online]. Available: http:/icl.cs.utk.
edu/papi/
V. CONCLUSION

: T J10] “rapl(5), Cray Inc., Performance Tools 6.1.4
In this paper we have highlighted the current power mon man  pages” (Accessed 11.Apr.i14). [Online]. Avail-

itoring and management capabilities available to custemer  apje: htp://docs.cray.comicgi-bin/craydoc.cgi?mode=Show;
using Cray XC30 systems. We have described and partially  q=PAPI%20RAPL;f=man/xt3patm/61/cat5/rapl.5.html
demonstrated some basic use cases for current funct'mnalit[ll] ot fion(8), Cray Inc., System M + Workstat
as well as providing some outlook and information about xipmaction(o), -ray inc., system anagement yvorkstation

Lo . (SMW) 7.2.UP00 man pages,” (Accessed 11.Apr.14).
future power mon'to””g and management f?at“res In the [Online]. Available: http://docs.cray.com/cgi-bin/craydoc.cgi?
development and planning stages. It is our intent for this mode=Show;q=;f=man/smwm/72/cat8/xtpmaction.8.html
information to be useful in promoting ongoing dialogue

between the Cray Power Management team and customel&?] “Intel Intelligent ~ Power  Node Manager,’

. . o o (Accessed 11.Apr.14). [Online]. Avail-
Ir?]fr:gzteer?}érr:tHzrg: dsgfsfitfig]nzgd application power monitoring, able: http://www.intel.com/content/dam/www/

public/us/en/documents/technical-specifications/
intelligent-power-node-manager-specification. pdf
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