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Background 

• We set out to answer a common question that 
is often posed in different ways depending on 
perspective. 

• User: “Why did one of my jobs get better performance 
than another?” 

• Admin: “Why did we get better throughput during one 
period than another?” 

• Researcher: “How can we characterize the differences 
between two periods?” 
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Background 

• Based on a consistency analysis study group 
comprised of members of Cray and NCSA. 

• Ran multiple codes with standardized inputs 
many times over a study period. 

• Charted application run times vs many different 
measurable variables. 

• First step: Job stats and direct metric analysis. 
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Direct Correlation Analysis 
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• Findings: 
• There were no ‘very strong’ direct correlations with 

any single variable. 
• With as complex an environment like Blue Waters, 

this is not overly surprising.   
• Too many moving parts that too often depend on 

or are affected directly or indirectly by each other. 



Next step: Log Analysis 

• What do we have to work with? 
• Job records (Torque/Moab logs) 
• Systems logs (LLM) 
• Systems logs (ESMS) 
• Systems logs (Sonexions) 
• Systems logs (HPSS) 
• Systems logs (networking) 
• Systems logs (et alius) 
• NOT performance counters (yet) 
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Enabling Technology 
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• Hierarchical Event Log Organizer (HELO) 
• Machine learning system that classifies log messages 

and dynamically identifies new ones. 
• Tags each identified message with Template ID. 
• Manages Templates, automatically modifies them to 

include new, but similar log messages. 
• Summarized event count metadata is used to quickly 

compare log messages from different periods. 

 
 



HELO enhancements 

• Dynamic reordering of Template data structure in 
HELO online handler. 

• More frequently encountered templates get moved to the 
front of the list and are therefore found more quickly. 

• Quick response to surprise event storms. 

• Dynamic Template Deactivation 
• Templates with no actual occurrences in a period of time get 

dropped from the active list for consideration, but not deleted.   
• They will be found in the server-side process when the online 

processor fails to find it. 
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Premise 

• Log messages are generated on a regular 
cycle (statistic reporting) or when a problem 
arises. 

• A stressed system will generate more log traffic than 
healthy one. 
 

• However, in the extreme opposite case, i.e. when there 
is NO log traffic… things are gravely wrong. 
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Log Message Patterns 
• Single Event Per Failure (Type A) 

• This is what the rest of the non-log processing world thinks 
exists to indicate a single point of failure, but so rarely do. 

• When they do occur, we certainly want to know. 
• Simple comparison: Occurred in one period but not the other. 

 

• Multiple Similar Events Per Failure (Type B) 
• In systems with many multiples of the same reporting 

component, it is common for many if not all components to 
report the same problem. 

• Comparison: Ratio of occurrence count between periods 
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Log Message Patterns 
• Multiple Different Events Per Failure (Type C) 

• Often, when a failure occurs, many different log message 
appear. Some refer to this as an underlying failure’s 
fingerprint.  

• Our method considers a quasi-fingerprint as we do not attempt 
to consider timing, just occurrence counts. 

• Comparison: Ratio of occurrence count between periods. 
 

• Constant Rate Events (Type D) 
• Quintessential example: cron jobs 
• Comparison: ratio of event occurrence rates (counts 

normalized by period length) 
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Log Message Patterns 
• Variable Rate Events (Type E) 

• Very difficult to notice variation with cursory human log 
analysis. The message will be seen in both periods, and 
usually discounted. 

• A certain log rate my be considered expected when 
components are operating in a normal mode, but heightened 
rates could indicate system distress. 

• Comparison: Ratio of event occurrence rates. 
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Processing 

1. Find set of events that occurred in the first period and 
summarize. 

2. Complement with set of events that occurred in the 
second period and summarize. 

3. Normalize counts to event rates for each period. 
4. Calculate ratios of occurrence and rate ratios. 
5. Sort by rate ratio, then occurrence count. 
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Output 
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Technical Hurdles 

• Log Message Fragmentation 
• When a log message gets broken up randomly into 

fragments, HELO recognizes it as a new log 
message and creates a new Template for it.   

• Causes highly increased number of Templates in 
the library and heavily bloats classification time. 

• Randomized fragments represent as unique events 
and give false positives of Type A events. 

• Solution: HELO automatic Template deactivation. 
• Correct solution: Fix source of log fragmentation.  
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Technical Hurdles 

• Fluctuating ‘Normal’ 
• System upgrades, new or upgraded software, changes 

in logging levels, configuration changes, and many other 
things can all impact what shows up in the log streams. 

• Comparing logs from pre and post change will show 
differences, but results can be false leads. 

• Other job mix and shared resource contenetion also play 
a role. 

• Solution: Choose jobs or time periods that are temporally 
proximal. Lower probability that unrelated things will 
have greater variations. 
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Example 
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Example 
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Example 
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