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AbstactN Edison is NERSC's newestpetascale Cray XC30
system. Edison has three Lustre file systems deploying the

70%. While the increased performance was anobncern,
the 70% decrease in performance of the #MPlwith a

Cray Sonexion storage systems. During the Edison acceptance transfer sizeof 10k (denoted asMPI-10 10k hereafter this

test period, we measured the system 1/O performance on a
dedicated system with the IOR benchmark code from the
NERSC-6 benchmark suite. After the system entered
production, we observed a significant I/O performance

degradation for some tests even on a dedicated system. While
some performance change is expected due to file system

fragmentation and system software and hardware changes,

some of the performance degradation was more than expected.

In this paper, we analyze the I/O performance we observed on
Edison, focusing on understanding the performance change
over time. We will also presat what we have done to resolve
the major performance issue Ultimately, we want to detect

and monitor the 1/O performance issues proactively, to

effectively mitigate 1/0 performance variance on a production

system.
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l. INTRODUCTION

Edison [1], a Cray XC3®&ystem is NERSC's newest
supercomputer, with a peak performance of 2.57-fejpes.
It features IntelOs dusdcket 12core Ivy Bridge
processors; CrayOs Aries interconnect with Dradgnf

topology, and the Cray Sonexion storage system. Edison h
three Lustre file systems providing 7.5 PB of online disk
space with 168 GB/s peak IO bandwidth with a total of 33

OSTs.
As part of the acqaance tests, at the end Afigust

2013, we performedustre file system performance tests on
a dedicateadystemusing the IOR benchmark code from the
NERSG6 benchmark suite [2]. The IOR benchmark test

included the Posix file per process and M®Ishared file
I/0 tess with different access pattertisatwere designed to
represent the NERSC 1/0 workload.béut four months

later (mid December, 2013), we ran the exact same set

I/O tests in dedicated mode agaifter the systemwent

through several major hardware and software upgrades. We Il.
observed signifiant I/O performance changes. While most

of the performance changes were under2€f relative to
the August results, some of the tests, especially-1QPI

is one of the tests included in the NER6Menchmak
suite) caught our attentionWhile some performance
variation, perhaps as much as 20%, may be expected due

to system hardware and software changes aonh ffile
system fragmentatioduethe production I/O load, the 70%
performance degradation was considered to be very serious
and in need of further investigation.

From the Lustre file system point of view, tMPI-10
10k test is not optimal because of thelatively small
transfer size; in general, users should avoid such sizes.
However, as showiby datacollected byDarshan, an 1/O
characterization todB], about50% of all I/O operation®n
Hopper,NERS@s large Cray XEsystemwere unaligned,
or small I/O operatios with transfer sizeghat are much
smaller than the Lustre block sif4]. Understanding the
performance variance of the MRD 10k test after system
changes, therefore, has practical meaning to NERSC users.
In this paper we will present whawe have done to
understand this performance issue, and what we have
learned from our debugging efforts.

Ultimately, we want to detect and monitor 1/O
performance issues proactively to effectively mitigate 1/0
performance variance on a production systenichvban be
very disruptive to user production workflows. While 1/O
ﬁ%rformance variation from contention for the limited 1/O
esources is not easily avoidable under the current system
ettings and configuration, there are still some steps that can
be takento mitigate unneessary contention by promoting
good 1I/O practice Moreover, we observed that when users
report huge 1/O time variations at NERSC, it is often when
the file systems misbehave or perform poorly for a reason

Shat requires further investigah. Therefore, it is critical to

be able to monitor the file system health and performance.

We will discuss what monitoring tools are in place on
ison, and will describe several efforts to detect and
itigate 1/0 performance variation

THREELUSTREFILE SYSTEMSON EDISON

Edison has three Lustre scratch file systdmit on the
Cray Sonexion 1608torage system [5configuredin the

shared file read tests, were more than 70% slower or fasteatio 2:2:3 for capacity and bandwidth. Table 1 shows the

than the August results. We noticed ttla¢ MPHO tests

configuration of the three Lustre file systems. The first two

with larger transfer sizes ran about 70% faster, but thdtle systems (FS1 and FS2) have&PB disk space and 48
MPI-10 with a small transfer size was slower by more thanGB/s aggregate peak |/O bandwidth with 12 Scalable



issue, we used an instrumented version of IGRif our
debugging runs which reports the OinstantaneousO
bandwidth during ébenchmark run. The instantaneous 1/O
bandwidth was obtained by summing up the data moved per
second by each processor cofbe irstrumented IOR was

Table 1.The configuration of the three Lustre file systems on Edisor

Size| Aggr. Peak /O | #of | #of | #of
(PB) | Bandwidth (GB/s)| SSUs| OSSs| OSTs

FS1 or /scratch| 2.1 48 12 24 96 based on I0R.10.3.
FS2 or /scratch] 2.1 48 12 24 96
FS3 or /scrath3| 3.2 72 18 36 144 D. IOR Benchmark Tests

We usedthe IOR tests with different interfaces and 1/0
accesatterns that were designed to represent the NERSC
Storage Units (SSUs) and 96 OSTs each; the third fil/O workload. The tests include Posix file per process and
system (FS3) has 3.2 PB disk space and 72 GB/s peak IMPI-IO shared file I/G with transfer sizes of 10,000,
bandwidth with 18 SSUs and 144 OSEsch OST contains 1,000,000 and 1,048,576 bytes using a number of processor
8 data disks and 2 parity disks (dyairted 3.5 inch 3TB coresthat areproportional to te number of available OSTs
NL-SAS 7,200 RPM disk driv@sonfigured as a RAID 6 in each file system. Table 2 shows these tests in more detail.
array, two duatported 3.5 inch 100GB SSDs drivesghich For simplicity, we will use the short names, PosixFpP 10k,
areconfigured as a shared RAID 1 arrand arepartitioned ~ PosixFpP 1m1, PosixFpP 1migPI-I0 10k, MPI-IO 1m1,
and used fothe MDRAID and the filesystem journals; and andMPI-IO 1m2 to denote these benchmark tests hereafte
two spare 3TB NLSAS disk drives In all these tests, each node writes or readSB@&lata (4 GB

The default Lustre stripe size is 1MB and the defaulfer core) either from a singfide or multiple files, whichis
stripe counts are 2, 2, and 8 on the three file systemd,5 times the available peode memory64 GB This is to
respectively. Users are distributed to the first two fileeliminate cache effectsAs one of the officialrun rules
systens evenly in a roundobin fashion. The third file definedin the NERE-6 benchrark suite (also by IOR
system is reserved for users who need large 1/0 bandwidtAgefault) in all of the IOR bechmark tests mentioned above,
and access is granted by request. Therefore, one may exp#i IOR programdoes the write anthe read tests withira
a different I/O usage pattern on FS3 while a similar 1/0 loadsingle aprun invocationlt opensthe file(s), writes, then
and usage pattern may bepected on FS1 and FS2. Theseclosesthe file(s); and reopess the file(s) reads, and closes
file systems are subject to purging. Files that are older thaifie file(s) again.To defeat buffer cadhg for read after

12 weeks (defined by last access time) are removed write, we made each task reats neighborOs data from
different nodeqreorderTasks=1)The IOR programreports
lll.  BENCHMARK CODESAND TESTS the netwrite and read rates at the eafithe run We will
often referto the read test in this standard benchmarkasin
A. IOR the @eadafterwriteOtest There are many flexible ways to

IOR [6] is a commonly used /O benchmark program forrun IOR. For example,in some of the investigatisn we
testing performance of padie file system. It provides Made the IOR programead existindfiles that were written
multiple interfaces and options for access patterns that c4Y the previous standard benchmark siwe will refer the
be used to produce a wide variety of 1/0 workloads. IOR€ad testin this case (read along as the OreeadOtest
was one of the codes included in the NERBGenchmark throughout the paper

. . To improve /0O performance, we used the IOBUF
suite that re;ulted in the Hopper_ ac_qwsmon and alae libraries with some of the tests (See Table 2), especially with
used for Edisonprocurementthat is internally coded as

; . the MPI-IO 10k test. We disabled the collective buffering
NERSG?7 project The IOR version we used was 200 (CB) in the MPHO 10k test to use the IOBUF library, which

B. IOBUF Library improves this specific test performance significan8ijnce

. . A . the IOBUF library provides a buffer taggregatesmall
IOBUF [7] library is an 1/O buffering library provided by arsfers to a biéj/ggr sizbefore the ife s?/gter% actually

Cray. It can reduce the I/O wait time for programs that rea(gsees() any of these file operationsMRBIO 10k test +

or write large files sequentially. IOBUF intercepts I/O . ; .
IQBUF with 1,000,000 bytdouffer is equivalent to thmPI-
system calls such as READ and OPEN, and adds a Iayer§ 1ml test with collective buffering (CB) disabled.

buffering, thus improving program performance by enablin herefore, we ran theIPI-IO 1m1 test without CBn some

asynchronous prefetching and caching of file data. IOBU : A .
Wa); used irsom% of ounOQI’? benchmark%sts The behavior ](c:ase_whl_m_ investigatinghe MPHO 10k performance issue
: or simplicity.

of IOBUF can be controlled by a number of environment
variables The environment variable, |OBUF_PARAM&I’] V. 1/0 PERFORMANCEON EDISON

be used to control the buffer sizes and filesselectively ) .

apply buffering The IOBUF versions we used were 2.04 and Edison was delivered to NERSC at the end of June 2013.

205 About one month after installation, site integration,
configuration and staff tests, we enabled the firstibatf
C. Instrumented IOR early users. At the end of August we enabled all

The standard IOR benchmaniportsnetread andwrite  (approximately 2,000) NERSC users. We carried out the
rates at the end of the runs. To debug the I/0 performandfficial 1/O acceptance tests on Aug. 23, 2013 using a



dedicated system. Fig. 1 shows a part of the IOR2 (b) shows the coefficient of variation (COV) of th©
performance results from the acceptanststeEach test was ratesfor the three selected tests.

run two or three times. Among the three file systems, FS2 We cansee that with the two clean file systems, FS2 and
(green symbols in Fig. 1) and FS3 (orange) were almogtS3, IOR achieved aggregate tasdths of dout36 GB/s
clean (1% full), while FS1 (blue) was about 30% full. Thereand 72GB/s, respectivelywhich arel00% of the theoretical
were 72, 72, and 144 OSTs in the three file systemgeaks. With 30% full FS1, IOR achieved around 80% of the
respectivef, at that time. (As we will describe in the next peak bandwidth. We can see tlia¢ /O bandwidth cales
section, three more SSUs were added to each of the first two
file systems after the August acceptance tests, so that today
Edison has 96, 96, 144 OSTs in its three fijstams,
respectively). Fig. 2 (ahows three representative IOR tests
selected from Fig. 1, but instead of showing the bandwidth

1/0 Performance of Three Lustre File Systems on Edison
Dedicated runs on Aug. 23,2013

©
S
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for the whole file system, wehow bandwidth per SSU. Fig. 500 AFSLawrite
€50 |
Table 2. IOR benchmark testsnron Edison. Note the number of core §40 & 0 = FEstread
used and the size of the files are for the upgraded file systems, w %30 %%#- == FS2-write
have 96, 96 and 144 OSTs in FS1, FS2, and FS3, respeckgiyand g =T = =AY
FS2 had 72 OSTs eackefbre the upgrade. Theumber of cores and the 10 i FS3-write
size of the filesused in the acceptance tests were 75% of the val 0 POS;X‘F‘P‘ ‘PosixF‘P‘ ‘P‘os‘ixp ) ‘M;I(;'* MPHO ' MPI‘IO‘ o F3-read
shown in this table for FS1 and FS2. et e ok iml im2
IOR tests
T fer Si 10,000 | 1,000,000| 1,048,576
ranster size bytes bytes bytes
PosixPpP | PosixFpP| PosixFpP Figure 1 The IOR performance results obseried\ugust2013 on
Test Name 10k 1mi 1m2 EdisonOs three file systerBslid triangles and xOs denote the write
# of Nodes/Cores FS1: 32/768; FS2: 32/768; and read rates. The blue, green and orange symbols ai@lfoF&2,
Used FS3: 48/1152 and FS3, respectively.

Aggregate File Siz¢

FS1:3.1TB; FS2: 31B; FS3: 4.dB

Posix File

# of Files(4GB each|

FS1: 768; FS2: 768; FS3: 1152

Per Process

IOBUF_PARAMS

count=2:size=32m:direct

Lustre Sriping

Ifs setstripes 1m-c 1

1/0 Bandwidths per SSU on three Lustre File Systems on Edison

_ 5000

(Average of 3 dedicated runs on 8/23/2013)

useO_DIRECT=0 2 2000
Other IOR options reorderTasks=1 g
P fsync=1 S 3000 - =
intraTestBarriers=1 £ 2000 | - . EFs1
MPI-IO | MPI-IO | MPI-IO 3 | i N fE E [T
Test Name 1000
10k iml 1m2 3 o |- a BB = ,,I ,,‘ . FS3
# of Nodes/Cores FS1: 96/2304; FS2: 96/2304; write ‘ read | write ‘ read | write | read
Used FS3 144/4608
MPI-10 10k MPI-10 1m1 PosixFpP 1m2

Aggregate File Siz¢

FS1: 9.2TB; FS2: 918,

IOR Tests

FS3:13.8TB
# of Files 1
For MPI-10O 10k: Figure 2 (a) The bandwidth per SSU obtained wiltiee selectetbR
count=1:size=1000000: benchmark tests withoth Posix file per process and MRD shared
prefetch=0 file testson the three Lustre file systems on Edison.

IOBUF_PARAMS

For MPI-IO 1m1 and 1m2:
IOBUF was not used

MPI-10
Shared File|

For MPI-10 10k:
cb_romio_read=disable

COV of the I/0 bandwidth of three Lustre Files Systems
(Dedicated runs on Edison on 8/23/2013)

; cb_romio_write=disable 40
MPI-1O Hints — - 35
ForMPI-IO 1m1 and 1m2: <30
cb_romio_read=enable o

. 5 20 WFS1
cb_romio_write=enable S 15

Lustre Striping

For MPI-10 10k:
Ifs setstripes 1m-c-1

ForMPI-IO 1m1 and 1m2:

=

.

write ‘ read write ‘ read write read

HFS2
FS3

Ifs setstripe:s 4m-c -1 MPI-10 10k MPI-I0 1m1 PosixFpP 1m2
- IOR Tests
collective=1
Other IOR options ;eordf;Tasks:l
syne= Figure 2. (b) The GCefficient of Variation (COV) of the read and write

intraTestBarriers=1

rates for the three selected IOR benchmark tests.



almost linearly up to 144 OSTwhich is the largest number Cray Developer Toolkit (CDT), whichontainsthe MPI and
of OSTs available in a single Lustre file system on EdisonlOBUF libraries, and compilers uség IOR. In addiion, we
The maximum bandwidths per SSU were abt@®0 MB/s opened up all the thrdigde systems to userso that FS2 and
for write andslightly lessfor read (see Fig. 2a) Posi¥pP  FS3becamdoaded with user production 1/O fileSince we
1m2 tests on FS2 and FS®).should be noted that all our enforcepurging, the file system usage was under 30%all
tests are Ofixed dataO I@Rs which usually reportower  the threefile systems[SeeFig. 3]. Therewere about 1,000
bandwidthghanthe Ofixed timeO IO@sts[8]. active users on each of the first two file systems &nder

We can also see that the performance variation from ruthan 40 active users (n@upport staff) on FS8s of how
to run was up to 40%or theread teston FS1 everunder Due to all the changes mentioned ahave ranthe same
dedicatedconditions while it was under 10% on thether  set of the IOR tests agaiast Decembein dedicated mode.
two clean file systems. Since FS1 was 30% full, the largé-ig. 4 shows the I/O perfonancechangewe observedn
performance variation may be related to file systenDecemberrelative to the August results. We can see that
fragmenation andphysical positios of the files relativeo most of the performance changes were under 260
the slower or faster end of thesKidrive.File fragmentation relative to the August result$lowever,some of the tests,
usually affects reads more than writds. notedin [8], the  especiallyMPI-IO shared file read tests, were more than
physical positionsof a file could result in 180% of 70% slower or faster than the August resulise twoMPI-
performance variation even on a dedicated file systemO read tests withelatively largetransfer sizesViPI-10 1m1
However, it was nibproventhat fragmentation and physical andMPI-IO 1m2,were faster by 70%, whilthe MPHO 10k
positions of filesalone had contributed for the 40% variation read test, which has a relatively small transfer size, was
in our caseWe do not exclude the possibiliof FS1being  slower by more than0P6 across all three file systemin
affected by somendetecteduindergoingfile system events what follows, we attempt to uncover the basis for this
at that time as wellUnfortunatey, we did not savehe  change.
original files (multiTB in size) toinvestigate this further. .

A. Debugging theMPI-10 10k performance slowdown

To understand this performance degradativa took a

few dedicatedsystemtimes betweenDecember2013 and

V.

After the acceptance test&dison went through several
major hardware and software upgrad8ge Table 3 for
details. Both FS1 and RSwere expandewith threemore
SSUs (24 OSTs)rherewere multiple upgradesf the Cray
Linux Environment (CLE)and Lustre client, as well as the

I/O PERFORMANCECHANGES OVER TIME
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' o o dedicated Edison system. The performance data was shown is rel:

to the last August redts.
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Figure 3.This figure shows the Lustre file system usage on EdiBbe third file system has a larger average file size compared to the first two file syste



March 2014. Weranthe MPI-IO 10k testson the dedicated
system a few more times and conducted a series of
debugging runs. We startetdy confirming that this
performance slowdown is indeed a persistent iSseethe
READ tests in Fig. B We looked ah number ofssuessix
of them are described below.

1) File Fragmentation and physical positions on the
disk drive: As we have mentioned earlier, file fragmentation

and physical positions of the files dme diskdrives could
result in significant performane variation, especially for
read testsHowever, these donOt seetm account for the
persistent 70% performance slowdownAs mentioned
earlier, he write and readrates in a standardIOR
benchmark run (readfterwrite) were obtained ira sinde
aprun inveation We discovered thatvhenrunning theread
test alone(re-read, i.e., makingthe IOR programread an
existing file that was generated by a previddPI-IO 10k
standard run,the read rates were consistgntmuch
improved compared to thereadafterwrite test and
sometims they wereevencomparable to the August result
See Fig. 5for the RE-READ tests.This rules out the file

3) Characteristic performanceprofile of the MPI-IO
10k read test Debugging an I/O performance problem
observed in the dedicated tests iicllt on a production
systembecause there is no way to sepanaéeformance
variation due taontentionfrom other userddowever,since
Edison is a petascale system that delivers 3.2 million- core
hours to users daily, it was very difficult for us tbtain
significant dedicated tim¢Even on a dedicated system, 1/O
performance could easily vary gbout40% from run to
run.) In general, one can run the sarast$ multiple times to
mitigate variation effest however, it was not vergractical
for us b do so with this specific tesas it takes a bit more
than two hours to completehe standardMPI-IO 10k test
(write and then readyluring a limited dedicatedsystem
reservationhours So it was highly desirabldor us to be
able to reproduce the perforarce issue on asmaller
internalCray R& XC30 system

Reproducing an/O peformance atscaleon a smaller
internal Cray R&DXC30 was not straightforwayrdas the
exact benchmark testan not be rurdue to thesmaller
number of OSTsand compute nodeavalable (and may

fragmentation and physical position on the disk drive as thalso be subject to dier slight architectural differenc@sin

cause of the 70% slowdownincethe readafterwrite and
the re-read tests both read the sanfile and so havehe
same fle fragmentation and physical position

2) Programming envbnment changesWhen we run

benchmark tests, we usually compile codes with the curre

default software versionddowever, since we fortitously

retained some previous hinaries, we had the opportunity

compare performance frotestscompiled undeCDT 1.10
and CDT 1.06Fig. 6shows the read rates of the rexfter
write tests for the MPIO 10k testhat were run on different

addition, the net I1/O bandwidthsreported by IORalone
werenot suffidentto tell if a problemat scales reproduced
at a smaller scaleor not because large 1/0 variation fro
run to run may occur even on dedicated sysfemm have
S€en up to 40% variation)A key advance in the
investigation wasnade lasMarchwhenwe learned thathe
readafterwrite and the re-read tests have very ifferent
tBerformance profilesisinganinstrumentedversion oflOR.
Fig. 7 shows theread profileswe observed on the Cray
R&D XC30 system(with 32 OSTs)for the readafter-write
and there-readtests.As shown inFig. 7, while the read rate

dates.The August aceptance tests used the binary built on steeply declines in the readterwrite test, it staydairly

7/19 under CDT 1.06Note that thelast two runs in the
figure (purple andorangg, were the runsn 12/30with the

two binaries built on 12/15 and 7/19, respectively. Theyfile size per node was at least as large as the memory per

were very similar, which suggestbat none of the Intel
compiler, MPICH, and IOBUF library changesere the
cause of the 70%1PI-10 10k readslowdown.
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Figure 5 The MPHO 10k dedicated performae change over time.

constant after an initial drop in thie-readtest. This profile
was consistently sedateron various systemas long ashe

node and multiple OSTs were usethe read rate drops
even moresteeply when the larger file size per node and
larger number of OSTs were used.

MPI-10 10k tests with two binaries builton 7/19/13
and 12/15/13

2000
_. 1800

Read rates (M
o
)
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File system/Run Date

Figure 6. This figure shows theéVPI-IO 10k read rates (reasfter
write) measured by the two binaries that were built for the Aug
acceptance tests (built on 7/19) and for the December retest (bui

12/15/13).



In March of 2014, we got dedicated system time onl00 seconds, with performance fairly constant throughout.

Edison and ran a number of testsirst, we needed to
confirmif the same profilealsooccuredon EdisonFig. 8
showsthe I/0O profiles we obtainedising the instrumented
IOR with the MPHO 10k teston Edison FS2It shows two
plots, each with three curves: a write, a read, and-ra€.
The first read is the distttive readafterwrite profile and
the second read is thre-read profile. We can see thahe
read profiles on Edisorare consistent with what we
observed on the inteal Cray R&D XC30 system (Fig.).7
With more OSTs and filsizeper nodebeing useda steeper
read rate drop is observedote that Fig.8 has he write,

The second test, with a file twice the size as the first test,
completed in about 200 seconds, and again, with
performance fairly constant. The third test, with file size
twice the size sathe second test, but significantly, also the
size of all the compute node memory, did not have a
constant rate but declined dramatically throughout the test.
This confirmed that the performance profile seen on the
smaller Cray systerwas indeed happergnon EdisonFig.

9 (b) shows what happeneaghen the file size, the number
of OSTs, and the number of ranks were all doubled
compared to the third test Hig. 9(a). Performance was

read, and reead data all in sequence which makes the

curves more compressed than in Fig.

Then we used the instrumented IOR for a number of
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observed on the internal Cray R&D XC30 system with dual soc
12-core Ivy Bridge processors with 6&B per node memory
(dedicated). 32 nodes, 32STs and 64GB/node file size were ust
in the tests. Instead of the MR 10k test, the equivalent MO
1m1 test without collective buffering was run in thedest

Figure 8 The 1/O rates measured by the instrumented IOR for the
MPI-IO 10Kk jobs that were run on Edison FS2 in dedicated mode
3/26/2014. The second read curve shows the read rate fromrewdre
job.



almost doubld, due to having twice as many OSTs, but the
profile has thesame overall shape.
These scaling tests strengthen the belief that the problem 30000 -

snx 11035 (12 SSUs) LMT Rates 2014-03-26 morning
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wri'te' I
can be reproduced on a smaller system and that the profile, read ——
rather than the net performance, is the signature of the 25000 - g
problem. Since this read profile as reported by instruatke
IOR was to play a critical role, we compared that profile
with the file system performance profile from the Lustre 20000 - -
Monitoring Tool (LMT) [10]. Fig. 10 shows the LMT data @
for the same two jobthat were showrin Fig. 8 (MPI-10 2 15000 - i
10k rurs on FS3. They agree except that the IOR plot Py ‘
showsa more zigzaghapepecausét used onesemndbins @ ’
to collect datg while the LMT used fiveseond bins to 10000 - \ -
calculate the rates over time. Otherwise, the match in the \ |
profiles confirms that instrumented IOR is refrogtthe true ~ \
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8 Figure 10. The LMT data for the two MHRD 10k jobs ran on
2  goes | 3/26/2014 (the same two jobs as in Fig. 8). The second read cur
o each panel is the read rate from theead job.
~
=] 4000
2000 1 Knowing thattheread profile of the readfter-write is a
e . . . characteristiof the performanceslowdown in the MRIO
e 166 200 360 460 S60 Go@ 70O 10k test we thenlooked back the August LMT dataFig.
Tl"(%)‘seﬂ 11 (a) is for FS1 andrig. 11 (b) is for FS2. We see ththe

readaferwrite profile in August was more like the current
Figure 9. Thescaling testavith the MPHO 1ml test without CB on re-readprofile. FS2 was less full and less fragmented than

FS3 indedicated mode. The M®D 1m1 test with CB disableds FS1 that timeg which probably accounts for the slightly
equivalent to theMPI-I0 10k tes using IOBUF library with a buffer better performance of FS2.
size of 1,000,000 byte§he upper panel shows the read rates wt We attempted téook furtherinto the differese between

increasing the file sizes. The number of coaesl OSTs used were ; ; ;
kept constant, 768 cores and 32 OSTs. The lower panel shows the the two read profilesFig 12 shows the I/O time per

rates when increasing the number of OSTs used while keeping th compute nodéor one of the dedicated ran FS2 Fig. 13
size per OST constant. Note, read rates shown here were fron shows the 1/O rates f0r_ the two selected nodes, 47 and 48.
readafterwrite tests, not from the mead tests. We can see thathe 1/0Otimes of the compute nodegary a
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Figure 11. These are LMT data for the three dedidsiiettlO 10k jobs on the FS1 (upper panel) and FS2 (lower panel) that were run on 8/23/.

lot in the rea-afterwrite testbut are very balancedn the
reread test. Since each compute nodehas perfectly
balanced I/O workload, and does not do any computigg,
could expecta very balanced I/O time among compute
nodesin dedicated runs. The fact that theread job has a
well balanced I/O timevhile the readafterwrite does not
suggest some kind of interaction between the write and read
phasesin the standard runHowever, from how the IOR
code was runand from the application levelwe do not
expect anynteraction bveen the write and read phases

Whatever has caused the 70% slowdown between
August and December, we have at least identified that
something has changed that dramatically changed the
performance mfile and the net performancghis has mael
it practical to use internal Cray R&D systems to debug the
problemandto confirm the fix In addition,on the internal
systems it is easy to switttack and forth between CLE and
Lustre vesions compared to groduction system like
Edison.

4) CLE and Ludgre upgrades:The CLE andLustre
versions are not easily revertible, especially on a production
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Figure 13. I/O rates for the nodes 47 (upper panel), and 48 (lowe
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system. However, we had a chance to auest with CLE

internal Cray R&D XC30 system. We observed thatread
profile was fairly flat with CLE 2.4 + Lustre 1.8(&ee Fig.
14) while it steeply declined withICE 5.2 + Lustre 2.4Fig.

always incorporatednto specific CLE versions, it was
difficult to determineif it was CLE or Lustrethat was

2500 3000 3500

responsible for the performance slowdown

5) A Sonexion parameter

When looking into the file system cagfiration changes on
Edison since last Augustye noticed that the value of a
Sonexion parametereadcache_max_filesizavas changed
from QnfiniteO to 1MBwith one of the Lustre upgrades on
Edison.This parameter controthe maximum size od file
thatboth the readnd writethrough cachewill try to keep

in memory.Files larger tharreadcache_max_filesizeill
not be kept in cache for either read or writhis parameter

1nl_wrk_768ranks_32osts_32nodes_64GBpn_18808054 84/09/14
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Figure B. The read rates measured by the instrunteh@R for an
MPI-IO 1m1 test without collective buffering under the CLE 4.2 a
Lustre client 1.8.6 on the internal Cray R&D Cray XC30 system.

changeappeared to be worth investigatirigprtunately, this
parameter was resalle without needing torevert the
Lustre version So in one of our dedated tests, we tested if

this change was

responsible for

thelPI-10 10k

performance’ 0% slowdown. Weobservedhatwhenset to
OnfiniteO(the same as in last Augustle MPI-IO 10k read
ratesimproved, especially in thee-readtests. However, the
read patterrof the MPI-IO 10k test was not changednd
the improvement of the read rdtethe readafterwrite test
was not enough to restore the last August resiBeseFig.

15.

6) Compue node kernel and Lustre cachdss we have
mentioned earlier, in the standard IOR benchmark runs the
write and read tests were run in a $&@prun invocation.
The fact that the readfterwrite performs poorlywhile the
re-readtestdoes notndicatesthat the write phaseust have
4.2 + Lustre 1.8.6 and with CLE 5.2 + Lustre 2.4 on thdeft some OresidueO whiafiecs the follow-on read test.
The compute node kerhe&aches appear to be the first
suspect.We did anMPI-IO 10k test (in production)in
which wecleaed the compute node kernel cashetween
7 upper panel) This comparison is more evidence thatthe write and read phases by running the following
something has changed in CLE and/or Lustre client that isommand on the compute nodes,
the cause fothe change in performance. By comparing the
versions running on Edison in August and in December, iThis was possible because IOR has an optiomdo an
further narrows down the range of changes to somewhegpitrary time delayetweenthe writeandthe read phase
between CLE 5.0.UPO$ + Lustre 2.3.0 and CLE 5.1.UPOO tthe B option), so thatwe (oot) could run the above
Lustre 2.4.0. However,ire the Lustre ofint upgrades are  command on the compute nodedowever, this did not
result inany observable difference in the read profilehaf
MPI-10 10k test. Next, we further cleaned up the Lustre

hodes,

echo 3 > /proc/sys/vm/drop_caches

readcache_max_fiIesize:caCheS by running the following command on the compute

echo 1 > /proc/fs/lustre/ldim/drop_caches
and finally, we found that the reagdrofile of the MPI-IO
10k test changed to the same as that ofdhreadtest See
Fig. 16. This points toissues in the Lustre implementation.
We provided our investigatiomesults to a CraylLustre
developer, who worked closely with as$ the late stage of
the debuggingWith further analysis, hevas able to identify
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Figure 15. Dedicated MPIO 10k test runs on FS2 with the
readcache_max_filesize of 1IMB (upper panel, the current value)
OinfiniteO (lower panel, the value in August, 2013). The IOR r
were from instrumented IOR.

the specific Lustre patch whictvas responsible for this
performancessue[9]. However, thgatch wasothtoo old
and too central to beasily removedrom Lustre2.4/2.5/et.
Further investigation is still under way.

B. Lessons learned from the MRD 10k performance
issue
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Figure 16 Thefigure shows the I/Oates for an MRIO 10k standard
test (write and then read, upper panel), andraadtest (lower panel)
on FS2.Thesetess were run under the production environmen
Between the write and read phasdsring the standard runthe
compute node kernel athdistre caches were cleaned up.

and Lustre client upgrade in dedicated modéor a

production system like Edisoiowever,running a shorter
version of this testay notshow the performance problem.
It seems the instrumented IOR is something eoald

deploy in the future as itnay provide a way to catch
performance profiles without rmimg lengthy benchmark
runs. Or if we have to rurengthy test, the instrumented
IOR may catch distinctive performangeofile changes

Through the debugging of this performance issue, wevithout needing to run on dedicategstems

clearly see some&oom to improvethe softwarerelease,
installationand testing process. While veeuld not expect

bugfree software in general, a better set of benchmark

VI. /O PERFORMANCEVARIANCE AND MONITORING IN

PRODUCTIONENVIORNMENT

suitesseems to be needed for both developers/vendors and |0 performancevariation is very disruptive taiser
sites, whichwould help in catching performance issues \orkflows. The two majocausef I/O time variation are
earler. Yet while this may be obvious in principle, there arethe contention for the I/0O resour@emong usersand the
many challenges in I/O testing. For example, #pscific  degraded file system performance. While contention
MPI-10 10k test takes more than two hours to complete, angpayoidabé underour current configuration(becausel/O

that has made it amtavorable test to run after eveBLE  ye5ource arenot a"schediable' resource)we can still take



some steps to mitigate the situatioy promoing good I/O 14 e S——p——
practices where applicableDuring one of our debugging wout iobuf, stripe 8
processes we located a user jbbat was stressing the file |
system with the Posix file per process I/0 on FS3. The user 1L
bundled 11 job instancesnto one large job Each job
instance usk 1024 cores; eachcoreread a 5QMB file. So
the job ra with atotal of 11,264 cores, reading 50@B in
total. Looking into the past Darshan3] profiling data
(unfortunately Darshan isdisabled orEdison now because 04l
it doesnotwork with the currentcraypeversion, 2.0 and up,
therefore no current dgté appeared that the user code may 02 ,M” u”""
do small trarsfer size I/O operatios. In addtion, the user ‘ I ,ﬂlﬂuﬂlﬂll
was uing the default Lustre stripgounton FS3(8), which 0 50 100 150 200
is not optimal in general for Posix file per process 1/60 numbe of read call
we suggestedhatthe use try the IOBUF librarywith stripe
Pount 1.The usewas ableto ge_tat Ieas_t .100 %.I/O time and without using the IOBUF library. The stripe count was a
|mpr0veme_nt and reduced I/O time variatiGee Flg._ I‘_ changed from the%efault 8to 1. This f)i/gure was p?ovided by a NEF

We noticethat when users repohuge I/O variation, user.
usually it iswhen some componenbf the file systemare
undeperforming or misbehaving. Last March, many gser We oftenreceiveSEC reports about slow or hung threads on
reported that their file 1/0 was slow lmore than 10 times. the OSS nodes, but it is usually difficult to determine if it is
With dedicated debugging from ttensite Cray staff (the somethingthat can wait until the system recovery itself
debugging was not trivial), @were able tdocatea slow  (e.g, if they are just from user contention), iblis serious
disk drive, and resolved the problem by replacing the slovenough and is inneed of investigation right away. In
drive withaspareone During this processye ran the Posix addition, it is usuallydifficult to correlate the slow threads
FpP 1m2 IOR tegnultiple times to aid the debugginghis  with the affected user jobsvithout nontrivial manual
test assigns one file (or several files) with stripe count of Interaction
to each OST, and has exactly one rank writing to and We do not usethe Cray Sonexion System Manager
reading from each file. This way,dlperformance of each (CSSM) [13] on Edison It has a web basedGUI tha
specific OST can be measured with only about 5 minutes gfrovides status and control of all system components,
test time. Any OST that is having performance problemsncluding storage hardware, RAID, operating system and the
can then be easily identified, even without dedicated systemnustre file systemlt seems to be considered more as a
time. Determining the cause is another challenge, but atebugging tool instead of a monitoring one among the
least it is known that there is a problem and it has beeonsite Cray staff. In their last attempt to run CSSM on
narrowed down to a specific OST hasproven tobe an  Edison,the GUI failed to display LMT datebecausethe
easy tool to use tdelp debuging and confirmthe fix. available browser version was too olth the system
Therefore we are now running IOR tests regularly to management serveft seems somework is needed for
proactivelydetect performancissues CSSM to fully functionon Edison at this point. Howeven,

Being able to monitor and detect file system health andhe long runf we could incorporate some of the monitoring
performance is crucial to delivag quality I/O service to  capability of CSSM in to the Nagios [14] framework, it
users. Currently we hawtbe Lustre Monitoring Tool (LMT) shouldbe very helpful.
[10], which monitors Lustre file system serveesd the
Simple Event Cordator (SEC)[12], which monitors system VII. CONCLUSION AND FUTURE WORK
events,in place onEdison. LMT data is very useful to In this paper we provided a detailed investigation into
monitorthe file systemactivity andperformanceCurrently, many potential causes of 1/O performance a@on on
the LMT data isnot availablefor general usey; though It~ NERSCOE€ray XC30 systemThrough an extensiveeries
requiresextra efforts to be able to makthem available to  of experiment®n Edison and on an internal Cray system we
users NERSC isworking on itnow. Edison useshe Cray ruled out programing environmentchangesl file
provided SimpleEvent Correlator (SEC) toéd monitor file fragmentation and physical positis, a Sonexiortaching
system evenfswhich can alersystemadmiristratoss when  parameterand CLE upgrads. We were able tmarrow the
there are system changbat are predefined in the SEC rule cause to a range of Lustre releasesl eventually toa
file. For example SEC monitorsthe following file system  specific Lustre patchA further investigationto fix the
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read time
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Figure 17 File read time comparison of a user code, QLUA [11], wi

related events problemis still under way
Boot, disk in and out The key progress madén this investigation was
Various failoverse.g, mds, OST, etc. identifying the distinctiveread profies of the MPHO 10k
Slow or hung threads on OSS nodes test with the instrumented IOR benchmark code, which made
Failed to connect to database it possible to reproduce the dedicated performance issue of
Lock timed out large file systems on a smaiitérnal Cray system and to

Fan enclosure error investigate the problemin a production environment.



Catdhing the distinctive performanceprofiles using the onsiteand NERSC systestaff. Thiswork was supported by
instrumented IOR could ba general approach that helps the ASCR Office in the DOE, Office of Science, under
debugging elusive 10 performance isssieBecausethe contract number DEAC02-05CH1123. It used the
performance profile is more sensitive to tlehanges resources ofthe National Energy Research Scientific
compared to the net 1/O ratesspeciallya largel/O rate  Computing Center (NERSC).
variation from run to run may occur.

The 1/O run time variatioman bevery disruptive to user REFERENCES
workflows. Promotinggood userl/O practices may mitigate  [1] NERSC Edisonhttp://www.nersc.gov/users/computational
the variation from user contentiolERSCuses the SEC and systems/edison/
LMT to monitor the file sgtem health and performance, and[2] NERSG6 benchmark suite, a set of benchmark codes and tests
is running IOR benchmarks regularly to help monitorfilee resulted in the Hopgr system, a Cray XE6, acquisition. Edison
system performance. NERSE looking into makingLMT Eg:fcuhr;rgﬁ(";’uictzdw as NERSGnterally, used the same set of
data available to usersand is alsolooking into other ) iy i

. - [3] Darshan, dight weigtt I/O profiler,

benchme_lrk options ttestthe 1/O performance with sall http:/Awww.mcs.anl.gov/resezh/projects/darshan/
transfersizes 4]

NERSC workload analysis used for NER8@rocurement [iternal
communication]
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