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How Does Your Life Touch HPC?

2007 Utility Apps



How Does Your Life Touch HPC?
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How Does Your Life Touch HPC?

2014 Cloud Apps



How Does Your Life Touch HPC?

“Data intensive processing:
High throughput event processing and data capture
from sensors, data feeds and instruments”

Pete Ungaro

“Cloud Computing:

App access to converged infrastructure via IP stack.”
Bill Blake

We are the sensors, data feeds, and instruments.



The Age of Big Data
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2.5 Exabytes of Web Data Created Daily 2.5 Petabytes of Customer Data Hourly
facebook YouQULL:
350 Million Images Uploaded a Day 100 Hours Video Uploaded Every Minute

How can we organize, analyze, understand,
benefit from such a trove of data?



Search: “Images Man Texting”




Search: “Images Woman Texting”




Search: “Images Cat Texting”

CAT:
R we watching our show
together tonight?

car:

2
Will you bring 37 a
ves.

CAT:
Kid W

They text me

hecause it's shorterthan '
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Machine Learning

person

helmet

motorcycle

person
person

flower pot

chair
power drill




Machine Learning using Deep Neural Networks
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Input Result

inton et al., 2006; Bengio et al., 2007; Bengio & LeCun, 2007; Lee et al., 2008; 2009

isual Object Recognition Using Deep Convolutional Neural Networks
ob Fergus (New York University / Facebook) http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2985



Google “Brain Project”

Building High-level Features
Using
Large Scale Unsupervised
Learning

Q. Le, M. Ranzato, R. Monga, M. Devin, K.
Chen, G. Corrado, J. Dean, A. Ng

Stanford / Google

1 billion connections

10 million 200x200 pixel images
1,000 servers(16,000 cores)

3 days to train



Accelerating Machine Learning

Deep Learning with COTS HPC Systems GOOGLE BRAIN

“Now You Can Build Google’s

$1M Artificial Brain on the Cheap " 1,000 CPU Servers | 600 kWatts
2,000 CPUs « 16,000 cores $5,000,000

STANFORD Al LAB

3 GPU-Accelerated Servers | 4 kWatts
12 GPUs « 18,432 cores
$33,000

—e—11.28

—%—6.9B

3.08

—4+—1.98

Factor Speedup

8
-
4 7 o 680M
/
p) 185M
1

=== Linear

1 [ )
08 \ \ --11.2B
% 0.6 \ \ R
3 \ 3.0B
c
% ol \\ ——1.98
5 02
= 680M
0 T T T T T ,
1 4 9 16 36 64 185M
" one #GPUs
10 Billion Parameter Neural Networks

In Your Basement”, Adam Coates

http://on-demand.gputechconf.com/gtc/2014/video/S4694-10-billion-parameter-neural-networks.mp4




Accelerating Machine Learning

GPU teams sweep all 3 categories

Image Recognition CHALLENGE at ILSVRC2013
2M training images « 1000 object categories % of Teams using GPUs

100%
aGENET 80%
n Imagenet 2013 60%
;% 40%
AT 1 I
" ot °'”’2$T§“e"“ = COL'Z"?CTO 0%

2010 2011 2012 2013

Clarifai: Enabling Next Generation Intelligent Applications — http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2957
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Machine Learning Comes of Age

Image Detection Talks at GTC
Face Recognition NYU
i facebook. @
Gesture Recognition |

Video Search & Analytics STANFORD

UNIVERSITY

N

Speech Recognition &
Translation Carnegie

DENSO Mellon

: : Universi
Recommendation Engines el

NI e Berkeley

Technology UNIVERSITY OF CALIFORNIA

Indexing & Search
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Adobe
We b & E n te rp ri Se Auto Tagging in Creative Cloud Speech/Image Recognition

Companies Use GPUs to

.||IH

Accelerate Machine
Image Auto Tagging Hadoop-based Clustering

Learning & Data

Analytics NETELIK

Recommendation Engine Database Queries
1



“Google is the Baidu
of the USA”
Dr. Ren Wu

Distinguished Scientist, IDL, Baidu

Every Day:
Storage * >2000PB 5B+ querles
Processing - 10-100PB/day
Webpages + 100b-1000b S00M+ U.SGFS
TR - 100b-1000b 100M+ mobile users
) . 1b-10b/day 100M+ photos

- 100TB~1PB/day

Deep Learning Meets Heterogeneous Computing, http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2929 1



Baidu Visual Search
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Deep Learning Meets Heterogeneous Computing, http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2929 1




Baidu Data Sets and Training

* Image recognition: 100 millions
®* OCR: 100 millions
» Speech: 10 billions

* Training data projected to grow
10X per year

* Training time: Weeks to months New $1.6 B data center
on clusters of GPUs

Deep Learning Meets Heterogeneous Computing, http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2929 2



How Does Machine Learning Touch Your Life?

“Okay, Google...” | NN .




Map-D In-Memory Accelerated Database
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In-memory column store database & SR TN - ¢ T S

GIS and 3D animation on live
streaming data

Billions of data points in milliseconds

Clustered K40 GPUs
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Time to Solution (Hours)

Keeneland Graph Analytics
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BEAST/BEAGLE Phylogenetics Software
81,000 lines of Java, 779 classes, and 81 packages

Scaled to run on 120 Keeneland nodes (360 GPUs

Single noab, GPU, shle care—+— Monte Carlo Markov chain phylogenetics

Single

node, CPU, multi-core

Single node, single GPU ---*---
Multi-node, single GPU &

40 50 60
Number of Compute Nodes

Multi-node, multi-GPU

Probabilistic approach to dealing with factorial scalin
of number of possible topologies

Georgia
Tech | NICS

OAK

70 80 90 RIDGI

GPU-Based Bayesian Phylogenetic Inference Beyond Extreme Scale
Mitchel Horton (Georgia Institute of Technology) http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2823 2




Large-Scale Dense Sub-Graph Detection

Definition:

« Detect subsets of vertices, such that the connections within
the induced su-graphs are dense, and their connections to
the rest of the graph are sparse.

« Unsupervised learning
« Mahout, GraphLab

Applications GPU

« Community detection speedup
 Recommender system

» Graph visualization 44.86X

« Data exploration
373.71X

GPU-Accelerated Large-Scale Dense Subgraph Detection
Andy Wu (Xerox Research Center) http://on-demand-gtc.gputechconf.com/gtcnew/on-demand-gtc.php#2672




GTC On-Demand Playback

http://on-demand-gtc.gputechconf.com/gtchnew/on-demand-gtc.php#2957

Astronomy and Astrophysics: 11
Automotive: 10

Big Data Analytics & Data Algorithms: 26
Bioinformatics & Genomics: 12

Climate, Weather, Ocean Modeling: 6
Clusters and GPU Management: 9
Collaborative & Large Resolution Displays: 3
Combined Simulation & Real-Time Visualization: 3
Computational Fluid Dynamics: 11
Computational Physics: 24
Computational Structural Mechanics: 1
Computer Aided Design: 2

Computer Vision: 11

Debugging Tools & Techniques: 7
Defense: 12

Desktop and Application Virtualization: 1
Digital Manufacturing: 22

Education: 3

Energy Exploration: 11

Finance: 14

Game Development: 4

Graphics Virtualization: 21

Large Scale Data Visualization & In-Situ Graphics: 2
Machine Learning and Al: 10

Media and Entertainment: 16

Media & Entertainment Summit: 16
Medical Imaging & Visualization: 10
Mobile Applications: 1

Mobile Summit: 27

Molecular Dynamics: 13

Numerical Algorithms & Libraries: 29
Performance Optimization: 13
Programming Languages & Compilers: 35
Quantum Chemistry: 9

Ray Tracing: 4

Real-Time Graphics Applications: 7
Rendering & Animation: 7

Scientific Visualization: 3

Signal & Audio Processing: 6
Supercomputing: 23

Video & Image Processing: 14
Virtual & Augmented Reality: 2
Visual Effects & Simulation: 3
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Data Analytics, Machine Learning, and GPUs

Amazing new applications and services employing machine learning algorithms to perform advanced analysis of massive streams and collections
of structured and unstructured data are becoming quietly indispensable in our daily lives.

Machine learning algorithms like deep learning neural networks are not new, but the rise of large scale applications hosted in massive cloud
computing data centers collecting enormous volumes of data from and about their users have provided unprecedented training sets and
opportunities for machine learning algorithms.

Recognizers, classifiers, and recommenders are only a few component capabilities providing valuable new services to users, but the training of
extreme scale learning systems is computationally intense. Fortunately, like so many areas of high-performance computing, great economies
and speed-ups can be realized through the use of general purpose GPU accelerators.

This talk will explore a few advanced data analytics and machine learning applications, and the benefits and value of GPU acceleration.




