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Introduction 
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● Multi-/Many-core architectures and accelerators  
are driving the HPC evolution 
 

● Modern interconnects offer low latency, high 
bandwidth communication 
 

● Cray designs some of the fastest 
supercomputers 
 

● Intel MIC and NVIDIA GPUs  pose new 
challenges and opportunities 
 

● Critical to design MPI and SHMEM software 
stacks in a very efficient manner 
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Designing High Performance MPI and SHMEM 
Software on Cray Systems: Challenges and Objectives 
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● Minimize communication latency, maximize communication 
bandwidth 
 

● Improve support for asynchronous communication  
   (communication/computation overlap) 
 
● Architecture-specific solutions to optimize communication 

performance 
 

● New tools and features to help users understand application 
performance bottlenecks 
 

● Fault resilient communication 
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MPI Pt2pt and Collectives 

MPI-3 RMA 

MPI IO 

Multi-threaded MPI Comm. 

Cray SHMEM 

Features and optimizations 

Fault Tolerant MPI 

Improved Designs in 

Software  

(New Algorithms, etc.) 

Leveraging Aries Hardware  

Tools to understand 

application performance 

Designing High Performance MPI and SHMEM 
Software on Cray Systems: Challenges and Objectives 

Research & Development Focus Areas Design Approach &  

Methodology 
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Architecture Optimized memcpy 
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                            2 MPI Processes:  1 HSW (32-core) node 

MPICH_OPTIMIZED_MEMCPY = 2 (Default: 1; Values: 0, 1, 2) 

If MPICH_USE_SYSTEM_MEMCPY is set, Optimized memcpy is disabled 

29% 
17% 
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MPI_Allreduce  (Small Messages) 
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7.0.0 (Default) 7.0.0-DMAPP

7.2.0-Shared-Mem 7.2.0-DMAPP-Shared-Mem

119,648 MPI Processes:  32 ppn, 32-core HSW nodes.  

7.2.0-DMAPP-SHARED-MEM improves performance by about 23% when compared to 7.0.0-

DMAPP 

 

MPICH_SHARED_MEM_COLL_OPT = 1 (Default: 0. Soon to be enabled by default) 

MPICH_USE_DMAPP_COLL = 1 (Default: 0)  (-Wl,--whole-archive,-ldmapp,--no-whole-archive) 
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MPI_Allreduce  (Small Messages, on KNC) 
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7.0.0 7.2.0-Shared-Mem 7.2.0-DMAPP-Shared-Mem

19% 

75% 

256 MPI Processes:  16 ppn, 16 KNC nodes  

7.2.0 with Shared-memory collective optimizations performs about 19% better 

7.2.0-DMAPP + Shared-memory optimization improves performance by about 75%. 

MPICH_SHARED_MEM_COLL_OPT = 1 (Default: 0) 

MPICH_USE_DMAPP_COLL = 1 (Default: 0) -Wl,--whole-archive,-ldmapp,--no-whole-archive 
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MPI_Allreduce (Large Messages) 
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7.0.0 7.2.0

57% 

8,192 MPI Processes:  32 ppn, 32-core HSW nodes.  

Cray MPI 7.2.0 performs about 57% better than Cray MPI 7.0.0  

for large message Allreduce operations.  (Enabled by default) 
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Application Performance: 
POP  

1,024 MPI Processes, 32 core Haswell nodes, 32 ppn.  

nx_global = 2048 ny_global = 768; 40 vertical levels, 2 tracers, 1500 timesteps 

MPICH_SHARED_MEM_COLL_OPT = 1 (Default: 0) 

POP Total runtime improved by about 6% 
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MPI_Bcast  (Small Messages) 
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7.0.0-Default 7.2.1-DMAPP 7.2.1-DMAPP-SHARED-MEM

50% 

67% 

8,192 MPI Processes:  32 ppn, 32-core HSW nodes.  

7.2.1-DMAPP performs about 50% better 

7.2.1-DMAPP with Shared-Memory optimization performs about 67% better 

MPICH_SHARED_MEM_COLL_OPT = 1 (Default: 0. Soon to be enabled by default) 

MPICH_USE_DMAPP_COLL = 1 (Default: 0) -Wl,--whole-archive,-ldmapp,--no-whole-archive 
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MPI_Alltoall and MPI_Alltoallv Optimizations 
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5X 

                           4,096 MPI Processes. 24 ranks per node, 64M Hugepages. 

Enabled by default.  Optimized Alltoall/Alltoallv solutions perform up to 5X faster 

                                 (Set  MPICH_GNI_COLL_OPT_OFF to disable) 
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MPI_Ialltoall (Large Messages) 

8,192 MPI Processes:  24-Core Ivy-Bridge nodes 

New prototype  delivers up to 70% comm./comp. overlap  
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70% 

         MPICH_NEMESIS_ASYNC_PROGRESS=1;  

        MPICH_MAX_THREAD_SAFETY=multiple; (CLE 5.2 UP02 or newer) 
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MPI_Iallreduce (Small Messages) 

8,192 MPI Processes:  24-Core Ivy-Bridge nodes 

New Iallreduce optimization  delivers up to 80% comm./comp. overlap  
export MPICH_NEMESIS_ASYNC_PROGRESS=1; export MPICH_SHARED_MEM_COLL_OPT=1 

export  MPICH_MAX_THREAD_SAFETY=multiple; export MPICH_USE_DMAPP_COLL=1 

(CLE 5.2 UP02 or newer) 
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MPI-3 RMA: 8-Byte MPI_Put Latency   
Network Atomic Memory Operations   
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7.0.0 - Default 7.2.0 (DMAPP -- Network AMO's)

63% 

7.2.0-DMAPP improves MPI-3 RMA small message latency by about 63% 

Design uses Atomic Memory Operations offered by the Aries network.  

MPICH_RMA_OVER_DMAPP = 1 (Default: 0)  

MPICH_RMA_USE_NETWORK_AMO=1 (Default: 0) 

-Wl,--whole-archive,-ldmapp,--no-whole-archive 
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MPI-3 RMA GPU-to-GPU 
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50% 

Optimized GPU-to-GPU communication for point-to-point and collectives 

New prototype designs improve GPU-to-GPU RMA communication bandwidth  

by about 50%.  
(Internal prototype available. Will be released in June 2015) 
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MPI One-sided:  On-node latency 
(Post Start Wait Complete) 
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7.2.0 7.1.3

2 MPI Processes. 1 Ivy-Bridge compute node (24-core) 

On-Node MPI-3 one-sided operations perform about 87% better with Cray 

MPICH 7.2.0  (Enabled by default) 
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7.0.0 7.2.0 (FG-POBJ)

52% 

Osu_latency_mt.c benchmark.   1 ppn, 2 nodes, 31 threads per process 

MPICH_MAX_THREAD_SAFETY=multiple  

cc –o osu_latency_mt.x –craympich-mt  osu_latency_mt.c  

aprun –n2 –N1 –d32 ./osu_latency_mt.x 
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Fine-Grained Multi-threading for MPI 

32-core Haswell                                                   KNC 
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MPI-I/O STATS  

26 

Timeline of MPI-I/O statistics. Many different variables tracked 
  export MPICH_MPIIO_STATS=2  

For more information contact: David Knaak, Bob Cernohous 

    

 

 (http://mptwiki.us.cray.com/pmwiki/pmwiki.php?n=MPI-IO.S-0013-20) 
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Cray SHMEM: Features and Optimizations 
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• Shmem_broadcast (about 60% improvement in comm. latency) 

     1,024 MPI Processes:  24-Core Ivy-Bridge nodes (Enabled by default) 

• Cray SHMEM supports shmem_global_exit()  

     (Not enabled by default:  Set SHMEM_GLOBAL_EXIT=1) 
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MPI User Level Fault Mitigation (ULFM) 

● Critical to design MPI libraries in a fault resilient manner 
● MPI Fault Tolerance Working Group is working towards 

standardizing the ULFM interface 
● A prototype implementation of ULFM in Cray MPICH for XC 

systems is under development 
● Status of the current prototype:  
     -  supports the new MPI_ERR error classes 
     -  automatically detects node failures  
     -  supports a subset of ULFM functions to re-build MPI objects 
        (revoke, shrink, agree..) 

● Future development plans depend on MPI Forum directions 

Cray User Group, Apr. 2015 
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Summary and Future Work 

● Conclusion: 
● Improved MPI Point-to-Point, Collective and RMA performance 

● New features and optimizations in Cray SHMEM 

● Exploring architecture-specific optimizations for Intel Xeon and 
Intel Xeon Phi 

● Prototyping ULFM support in Cray MPICH 

● Future Work: 
● Improving Cray MPICH and Cray SHMEM performance on future 

Intel Xeon and Intel Xeon Phi processors 

● Reduced memory footprint for Cray MPICH 

● Improved support for multi-threaded MPI applications 
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MPI_Ialltoallv (Large Messages) 

4,096 MPI Processes:  24-Core Ivy-Bridge nodes 

Improved comm./comp. overlap (by up to 80%) 

35 
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MPICH_NEMESIS_ASYNC_PROGRESS=1;  

MPICH_MAX_THREAD_SAFETY=multiple; (CLE 5.2 UP02 or newer) 
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MPI_Allgather and MPI_Allgatherv 
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7.0.0 7.0.3

1024 MPI Processes:   

MPT 7.0.3 performs about 35-45% better.  

25.9% 

35% 

Enabled by Default (Aries/Gemini)  
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35% 

512 MPI Processes:   

MPT 7.0.3 performs about  25-35% better.  

45% 

Allgatherv Latency Comparison            

      (Gemini) 

Allgather Latency Comparison 

          (Aries) 
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Global lock vs Per-Object locks 

Pthread_lock 

(Global_mutex) 

MPI_Send 

T1 T2 T3 T4 

Pthread_unlock 

(Global_mutex) 

MPID_Send() 

Progress_engine() 

GNI netmod 

Pthread_lock 

(msgq_mutex) 

Pthread_lock 

(ch3comm_mutex) 

Pthread_lock 

(global_mutex) 

T1 T2 T3 T4 

Progress_engine() 

GNI netmod 

Default: 

    -  MPI library uses a single global_mutex  

       MPI_Send  

             pthread_mutex_lock(global_mutex)   

             MPID_Send() 

             MPID_Progress_wait() 

             pthread_mutex_unlock(global_mutex) 

     

     

Per-Obj (Fine-Grained):  

   - MPI library still relies on a global_mutex. 

      Along with several smaller locks: 

      msgq_mutex, handle_mutex, comp_mutex 

      

   - Global critical sections are now smaller  

Fine-Grained Multi-threading for MPI 
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