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HPC means being able to work productively on remote machines



Calculating pi with 1 thread, 1 process



Profile with 1 process, 1 thread



Using MAP to analyze our 1 process, 1 thread run



Zooming in on the IO portion of our run



Always be thinking about vectorization



While still connected to the server we can switch to the debugger



Adding some OpenMP pragmas to multithread



Adding MPI support and submitting to and HPC batch system



Analyzing our OpenMP + MPI results



Why all this synchronization?



The workflow of pi from serial to HPC
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