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Abstract— Finding actionable insights from data has always 

been difficult. As the scale and forms of data evolve and 

morph, the task of finding value becomes even more 

challenging. Addressing, this challenge, data scientists at Oak 

Ridge National Laboratory are leveraging unique leadership 

infrastructure (e.g. Urika-XA and Urika-GD appliances) to 

develop scalable algorithms for semantic, logical and statistical 

reasoning with unstructured Big Data. In this paper, we 

present the deployment of such a framework called ORIGAMI 

(Oak Ridge Graph Analytics for Medical Innovations) on the 

National Library of Medicine’s Semantic Medline (archive of 

medical knowledge since 1994). Medline contains over 70 

million knowledge nuggets published in 23.5 million papers in 

medical literature with thousands more added each year. 

ORIGAMI is available as an open-science medical hypothesis 

generation tool - both as a web-service and an application 

programming interface (API) at http://hypothesis.ornl.gov .   

In 2015, ORIGAMI was featured in the Historical Clinical 

Pathological Conference in Baltimore as a demonstration of 

artificial intelligence to medicine and recognized as a 

Centennial Showcase Exhibit at the Radiological Society of 

North America (RSNA) Conference in Chicago. This paper 

describes the workflow built using the Cray Urika-XA and 

Urika-GD appliances that enables reasoning with the 

knowledge of every published medical paper every time a 

clinical researcher uses the ORIGAMI tool. Since becoming an 

online service, ORIGAMI has enabled clinical subject-matter 

experts to: (i) hypothesize the relationship between beta-

blocker treatment and diabetic retinopathy; (ii) discover that 

xylene is an environmental cancer-causing carcinogen and (iii) 

aid doctors with diagnosis of challenging cases when rare 

diseases manifest with common symptoms. 
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I.  INTRODUCTION 

In 2014, researchers at the Oak Ridge National Lab (ORNL) 

and the National Library of Medicine (NLM) began efforts 

to build scalable informatics solutions to medical 

professionals aiming to solve clinically challenging cases.  

Computational linguists and information specialists that 

produce the Semantic Medline dataset at NLM were facing 

the following data science challenges – (i) the need to store, 

retrieve, parse and reason with massive knowledge graphs, 

(ii) the need to deal with datasets where there is more noise 

than signal, (iii) the computational complexity of dealing 

with hierarchies and semantic relationships while 

interpreting natural language, (iv) designing and applying 

algorithms that scale on modern compute architectures. We 

addressed the aforementioned challenges by leveraging 

ORNL’s Compute and Data Environment of Science 

(CADES) that hosted the Urika-XA and Urika-GD 

infrastructure and previous effort from the authors 

(https://github.com/ssrangan/gm-sparql ) that ported graph-

theoretic algorithms to the Cray analytic architectures. The 

Urika-XA served as the extract, transform and data 

processing platform and Urika-GD acted as the interactive 

exploratory pattern search engine. Jointly, the workflow that 

involved data preparation and integration on the Urika-XA 

platform and the graph-analytic algorithms that scale on the 

shared memory Urika-GD platform enabled the design of a 

literature-based reasoning and hypothesis generation tool 

called ORIGAMI – Oak Ridge Graph Analytics for Medical 

Innovations.  

Today, ORIGAMI helps “connect the dots” across 

predications provided in Medline, allows a medical expert to 

explore non-obvious clinical associations with semantic 

meaning and generate a significance score of belief for a 

“hypothesized” association. ORIGAMI is able to conduct 

searches based on numerous information foraging heuristics 

on 70 million predications in the order of a few seconds 

rather than the years it would take to manually perform this 

search over the entire body of knowledge. The rest of the 

paper describes the background behind this effort and the 

building blocks of the scalable knowledge-reasoning and 

hypothesis-generation framework.  

II. BACKGROUND 

A. Artificial Intelligence  in Medicine 

The fascination of applying AI to medicine dates back to the 

late 1950s [1] followed by several academic publications 

documenting collaborations of doctors and computer 

scientists [2]. The philosophical foundation with both 

disciplines being the process of collecting data and applying 

inference rules to make a predictive diagnosis of a disease. 

Ledley and Lusted [1] pointed out that medical reasoning 

was not magic but instead contained well-recognized 

inference strategies: Boolean logic, symbolic inference, and 

Bayesian probability. Several tools such as PROMIS [3], 

CASNET [4], MYCIN [5], QMR [6], INTERNIST [7], 
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DXPLAIN [8] and ILIAD [9] have become available since 

then. The performance of these programs are  evaluated, 

validated and compared by running them on some 

challenging case reports (called clinicopathological cases, or 

CPCs) such as those that appear each week in the New 

England Journal of Medicine. The performance analyses of 

these tools routinely outperformed medical students in 

training to be physicians.  However, due to the lack of 

digital interoperability and standards in representing health 

records and the exploding nature of medical research, the 

computer-based expert systems were unable to sustain the 

momentum. Also, expert systems that demonstrated the 

ability to get better at diagnosing typical/common cases 

were unable to handle rare or mysterious illnesses.  

     The effort to normalize and archive medical knowledge 

with interoperable standard terminologies led to the Unified 

Medical Language System (UMLS), a project at the 

National Library of Medicine with the goal of integrating a 

number of existing medical vocabularies using a common 

semantic structure [10] and Semantic Medline, a semantic 

database of biomedical research [11]. ORIGAMI was 

inspired by seminal work by D.R. Swanson [12] that 

leverages UMLS and Semantic Medline. Swanson’s work 

began a new discipline of AI and its application to medicine 

called “literature-based discovery”. Literature-based 

discovery is the process by which academic publications are 

linked creatively to find new relationships across existing 

knowledge [13]. Unlike discovery in the empirical sciences, 

where laboratory experiments create new knowledge, 

Literature-based discovery seeks to connect existing 

knowledge from empirical results by bringing to light 

relationships that are implicated and neglected [14-15]. 

ARROWSMITH – a tool developed by Swanson after 

discovering connections between Migraine and Magnesium; 

Fish-oil and Raynaud’s disease; Somatomedin C and 

arginine and many such associations was the first software 

prototype that demonstrated the convergence of digital 

search and the utility of linking diverse knowledge areas for 

literature-based discovery. While the methods in 

ARROWSMITH are robust, the ability to scale to the 

increasing body of knowledge was a challenge.  

     The MEDLINE dataset in 2014 consists of 70 million 

predications from 23.5 million publications. The number of 

neglected connections between Migraine and Magnesium in 

the 2014 knowledgebase is approximately 133,000. In other 

words, if a researcher wanted to emulate Swanson, he or she 

would have to sift through the 133,000 possibilities to 

discover the 11 most relevant ones Swanson found in 1987. 

This becomes an increasingly harder problem for humans 

and thankfully a manageable one due to recent 

developments in scalable graph analytics. ORIGAMI was 

motivated toward addressing the following questions – (i) 

Can we build tools and infrastructure that enable knowledge 

discovery from large noisy datasets? (ii) Can we implement 

scalable algorithms that can intelligently learn to reason 

with text and successfully deal with data even when noise 

overwhelms the signal? (iii) Can such a system be flexible 

and adaptive to the evolving body of medical knowledge? 

B. Convergence of scalable graph analytics, artificial 

intelligence and medicine  

ORIGAMI is the solution that answers the aforementioned 

questions through the convergence of scalable graph 

analytics and artificial intelligent heuristics. This 

convergence enables scalable algorithms for semantic, 

logical and statistical reasoning with Big Data (i.e., data 

stored in databases as well as unstructured data in 

documents). The functionality of ORIGAMI is comparable 

to the IBM’s Watson technology that won Jeopardy! on 

television [16]. IBM’s Watson digested large volumes of 

unstructured text and then retrieved contextually meaningful 

results using machine learning techniques. The IBM Watson 

approach to cognitive computing is built on strong natural 

language processing of unstructured documents and the 

organization and staging of the content into high 

performance computing platforms that are able to speed up 

rule-based inferencing and retrieval. ORIGAMI on the other 

hand is a reasoning and hypothesis generation framework 

founded on information foraging principles that leverages 

the graph data structure to learn and discover patterns. 

Graph structures offer an intuitive representation for link 

analysis, pattern search and discovery. ORIGAMI leverages 

the ability to do both graph pattern-matching and graph-

theoretic mining on datasets at similar latencies [17] (in the 

order of a few seconds) and the marriage of graph-theoretic 

mining and the semantic web technologies [18] at scale on 

massive heterogeneous graph structures [19-21]. It is 

founded on the idea that knowledge constantly evolves and 

that the reasoning framework should be flexible in 

accommodating the evolution. ORIGAMI accepts data in 

most common forms (SQL, Text, etc.) transforms and 

ingests them as W3C standard machine-readable RDF 

triples. It uses RDF-triple stores as the backend host for the 

data that can be queried using the SPARQL query language. 

By hosting the RDF store on the Urika-GD platform that is 

a Threadstorm based shared-memory architecture 

supercomputer and implementing algorithms that scale on 

this architecture we augment the ad-hoc query ability using 

SPARQL with mathematically founded graph-theoretic 

algorithms [21-24].  

     Our approach is different from IBM’s approach in the 

following ways: (i) ORIGAMI because of its link prediction 

algorithms can hypothesize potential associations that are 

not obvious or explicit – i.e., it can make educated guesses 

about an association as opposed to retrieving a pre-recorded 

association. (ii) ORIGAMI learns on the fly by making 

mistakes on noisy data– i.e., The parallel nature of the query 

running on a shared-memory architecture evaluates several 

thousand answers during the same time it takes for other 

architectures to retrieve one result. (iii) ORIGAMI is a no-

index exhaustive-searching divergent thinker – i.e., learns 

structure and saliency automatically from the data to 



produce a salient result-set without the bias of model-fitting 

with the machine learning approach of IBM’s Watson. 

Every query to ORIGAMI touches the entire dataset hosted 

in memory before an answer is generated. Currently we are 

able to deal with up to 2 TBs on the Urika-GD platform. In 

the following sections, we provide the technical and 

mathematical details behind ORIGAMI.  

III. APPROACH 

A. Data 

The Semantic Knowledge Representation (SKR) project at 

the National Library of Medicine, conducts basic research in 

symbolic natural language processing. The SKR project 

maintains a database of 70 million predications (subject-

predict-object sentences) extracted from publications 

archived in the PubMed database. This database called 

SEMMED (short for Semantic Medline and available at 

http://skr3.nlm.nih.gov/SemMedDB/dbinfo.html) is the data 

source for the ORIGAMI application.  

 

The database from National Library of Medicine is available 

for public download in SQL format. Of primary use was the 

PREDICATION_AGGREGATE table shown in Figure 1, 

which contains a summary of fields for efficient access. 

Those fields include predicate, subject name, subject type, 

object name and object type. We converted the SQL format 

to Resource Description Framework (RDF) format triples. 

An example triple is <influenza> <ISA> 

<Acute_viral_disease>. The result of the conversion is an 

"nq" file that contains all 70 million predications, which was 

then uploaded on Urika-GD. The extract, transform and load 

tasks are typically done using the software mentioned in 

[26].  The Urika-XA machine was used for he data 

transformation. Figure 2 illustrates the data preparation 

process. 

B. Algorithms 

In this section we describe the algorithms that reason with 

the data once loaded into the Urika-GD platform. We begin 

with the formal mathematical definitions before explaining 

the algorithms. 

 

Definitions 

Let L be a collection of labels, V be a nonempty set of 

vertices, E = V x V be a multiset of ordered pairs of vertices 

called edges,  be a function assigning labels to 

vertices, and  be a function assigning labels to 

edges. Then,  is a directed labeled 

multigraph with loop edges.  The data is not directly 

represented as a directed labeled multigraph, but rather as a 

set of triples of the form subject-predicate-object in the 

Resource Description Framework (RDF).  A nonempty 

collection of triples leads to a natural representation of a 

directed labeled multigraph with possible loop edges, and it 

is often useful to change between these two views. Each 

distinct subject/object in the collection is represented by a 

single vertex, and the label of a vertex is the value of the 

subject/object it represents.  This implies that v is a 

surjective (one-to-one) function.  Furthermore, since the 

data is represented as a set of triples, it is possible to have 

multiple directed edges with the same label, but no pair of 

 

Figure 1.  The entity relationship diagram of the Semantic Medline (SEMMED) dataset from the National Library of Medicine. In addition to the 

database being a list of medical predications, each knowledge nugget from the PubMed archive is associated with the provenance of which paper 

contributed to that predication. 
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vertices can have multiple directed edges between them 

with the same label; multiple edges between a pair vertices 

is permitted so long as all of the edge labels are distinct.  

Since the data is a collection of triples and a triple defines 

an edge, a vertex in V must be adjacent to at least one other 

vertex (i.e., v  V,   (a,b)  E such that v = a or v = b). 

From this point forward, unless stated otherwise, the word 

graph will be used to refer to a directed labeled multigraph 

with possible loop edges that represent a set of triples, and 

the two representations will be used interchangeably. 

A walk in a graph  is a sequence of 

alternating vertices and edges that begins and ends with a 

vertex such that for each edge, the source is the preceding 

vertex and the destination is the following vertex.  The 

length of a walk is defined to be the number of edges in the 

walk.  A single vertex-edge-vertex contiguous subsequence 

of a walk is often referred to as a hop and a walk of length n 

is sometimes referred to as an n-hop walk.  A walk in which 

every edge is unique is called a trail.  If the first and last 

vertexes in a trail are the same, the trail is called a circuit.  A 

walk in which every vertex is unique is called a path; a walk 

in which every vertex in unique except the first vertex and 

the last vertex is called a cycle. 

 

Saliency Estimation Algorithm 

The saliency estimation algorithms extract graph-theoretic 

metrics to understand the RDF graph and associate a 

probabilistic score of saliency for each triple in the graph. 

This is done using the statistics of the conditional 

distributions around subject and predicate terms and their 

meta-data attribute types. For each triple in the SemMedDB 

graph, a score and a threshold value is calculated.  If the 

score of the triple does not exceed the threshold of the triple, 

the triple is considered salient and labelled accordingly. The 

score for a triple, (subject, predicate, object), is defined to 

be the number of times the subject-predicate appears in the 

graph multiplied by the number of times the predicate-

object appears in the graph.  More formally, if 

scoresp(sub,pred) = |{(sub,pred,o) : (sub,pred,o)  G }| 

and 

scorepo (pred,obj) = |{(s,pred,obj) : (s,pred,obj)  G }| 

then, 

score(sub,pred,obj) = scoresp(sub,pred)  scorepo(pred,obj). 

 

The threshold for the triple is defined to be the average of 

the subject-predicate pair counts times the average of the 

predicate-object pair counts, where the predicate is given in 

the triple and the subject and object range over all possible 

subjects and objects in the graph.  More specifically, if 

PS = {(sub,pred) : (sub,pred,o)  G}, PO = {(pred,obj) : 

(s,pred,obj)  G }, 

and if  

 
and  

 
then the threshold is given by 

 

threshold(pred) = thresholdsp(pred)  (thresholdpo(pred). 

 

 

 

 

 
Figure 2.  The relational tuple from the multi-tabular join in Figure 1 is converted into a W3C standard structure as a triple. In this example, the two 

predications are ‘Nexium is a Esomerprazole’ and ‘Losec is a Omeprazole’. The subject and object terms are associated with meta-data term ‘ORCH” 

short for organic chemical. Each of the 70 million predications in Semantic Medlne dataset is converted into this RDF Graph structure of subjects, 
predicates, objects and atrributes. The data conversion software is implemented using the Map-Reduce model that scales well on the Urika-XA. 



The salient graph G’ is taken to be the collection of all 

triples in the graph G such that the score of the triple is 

greater than or equal to the threshold of the triple.  That is to 

say, 

G’ = {(sub,pred,obj)  G : score(sub,pred,obj)  

threshold(sub,pred,obj)} 

 

The saliency estimation algorithms allow us to cache the 

important triples in memory for further reasoning and avoid 

having to read from disk during query execution. 

 

Term Reasoning Algorithms 

The objective of the term-reasoning algorithms is the 

following: Given a specific search/query term, one may 

wish to uncover a collection of similar or contextually 

relevant terms. We define a few heuristics of term similarity 

based on the predicate relevance, meta-pattern structure and 

predication-pattern similarity. 

Predicate Relevance: Given a desired term, the predicate 

relevance heuristic can be used to retrieve and explore terms 

that are closely related to the given term. This heuristic 

allows the user to navigate the SemMedDB graph by 

choosing predicate relevance. Specifically, a query using 

this heuristic returns a collection of n hop paths from the 

query term. A score is calculated for each path by taking the 

reciprocal of the score of each subject-predicate-object triple 

represented in the path. For example, let p = 

(v0,e0,v1,e1,…,en-1,vn)  be an arbitrary n hop path. Then, the 

score of path p is given by 

 

 
Note that each (vi,ei,vi+1) for 0  i  n is a triple in the graph. 

These scores are then used to order the paths from highest to 

lowest score.  

Specific Relevance: The specific reasoning application takes 

the view that two terms are similar if they have a similar 

neighborhood in the SemMedDB knowledge graph. Given a 

term of interest, the size of the overlap (intersection) 

between the neighbors of the term of interest and the 

neighborhoods of every other term in the graph is 

calculated. The top n terms with the largest overlap are 

returned to the user as the most similar terms. More 

specifically, let  be a graph and let 

, let , and 

 denote the (open) out-

neighborhood, (open) in-neighborhood, and (open) 

neighborhood of a vertex v in V, respectively. Then the 

similarity between two vertices v and u is defined to be 

|NG(v)  NG(u)|. Note that the labels of the edges connecting 

a term to its neighbors are ignored when considering the 

neighborhood.  

 

Pattern Relevance: Much like specific reasoning, the pattern 

similarity heuristic views two terms as similar if they have 

similar out-neighborhoods in the SemMedDB graph. Unlike 

specific reasoning, the value of the predicate is viewed as 

important when measuring similarity. If we view our graph 

G as a collection of subject-predicate-object triples, then the 

similarity between two vertices v and u is defined to be 

|{(p,s) : (v,p,s)  G}  {(p,s) : (u,p,s)  G}|. This heuristic 

helps find graph sub-structures that share the same 

predicate-object associations as the query term. The search 

is done over the entire knowledge graph in memory. 

 

Path Reasoning Algorithms 

Given a pair of search terms, one may wish to evaluate the 

strength of the association between the two terms or explore 

the context of terms that relates the two search terms. The 

mathematical formulae for retrieving context terms and 

paths-of-interest between two search terms are described 

below. 

Context Relevance: Suppose u and v are vertices in a graph 

G and  

 
and 

 
are the collection of k-hop neighbors of v and u, 

respectively, then the context relevant terms are defined by 

the vertices in V  U . For the sake of simplicity, the 

context terms are the overlap between the set of all one and 

two hops neighbors of the specified terms in the 

SemMedDB graph in ORIGAMI although we are able to do 

up to a 5-hop radius in a few seconds. 

Path Extraction: The path extraction algorithms retrieve a 

list of shortest paths within k-hops (k < 8) between a 

specified start and end term in the SemMedDB graph. Using 

the predicate relevance score that ranked each triple in the 

knowledge graph, we are able to compute a path saliency 

score as the sum or product of the individual triple saliency 

scores in the path. Logical relevance is imposed during the 

path extraction by associating each predicate with a weight. 

These weights can be learned automatically or arbitrarily 

specified by a subject matter expert. The weights are used to 

map the logical relevance of the co-occurrence of 1 or more 

predicates. The saliency score of each retrieved path is the 

product of the weights of the predicates in the path.  

Meta-Pattern Relevance: This heuristic extracts paths and 

scores them similar to the path extraction algorithm 

described above. The difference is that the paths are 

extracted about the meta-data attributes of the subjects, 

predicates and objects. This is done using a random-walk 

formulation for exploration of meta-structure about terms of 

interest and the walks are biased based on the conditional 

probabilistic models extracted using the saliency estimation 

heuristics. This allows for ORIGAMI to intelligently 

understand the structure and statistics of the meta-data 

before actually having to evaluate every path.  



 

C. User-Interface 

A screenshot of ORIGAMI’s web-interface is shown below 

in Figure 3. The saliency extraction, term and path 

reasoning algorithms are all available as executables and 

APIs. The interface allows interactive querying, 

visualization and exploratory investigation of associations. 

 
Figure 3.  The ORIGAMI web-interface allows users to explore medical 

literature. Experts and novices alike are able to search the medical index of 

terms from UMLS to begin their exploration and each of the algorithms 
presented in this paper can then be executed as an application on the entire 

Semantic Medline dataset.  

IV. CASE STUDY 

The utility of ORIGAMI was demonstrated during 

University of Maryland’s 2015 Historical 

Clinicopathological Conference 

(http://medicalalumni.org/historicalcpc/home/) in 

collaboration with Dr. Elliot Siegel. This event, organized 

by Dr. Philip Mackowiak, is a medical clinical exercise 

(conducted every year for the last 22 years) in which a 

historical celebrity patient (circa 19
th

 century) is presented 

to a panel of experienced clinicians for discussion. The 

mystery patient’s case is presented by a historian based on 

his research from multiple biographies written about the 

celebrity. The panel of doctors then discuss what disease(s) 

did the celebrity suffer from and how this person died – 

based on symptomatic descriptions from the biographical 

summary. The doctors then argue how they would treat 

someone walking into their clinic with a similar medical 

history as the celebrity. This year, as proof of progress in 

artificial intelligence, the conference organizers requested a 

demonstration of how a tool like ORIGAMI can help a 

doctor diagnose a “rare disease” case by using our 

supercomputers to generate a ranked list of hypotheses for 

the cause of death of the celebrity “Oliver Cromwell – also 

known as the Terror of Europe”. 

The workflow developed to tackle this challenge was as 

follows. The initial step was to map out terminology 

presented in the ‘Case’ to the National Library of 

Medicine’s PubMed Medical Subject Headlines (MeSH), 

e.g. “fever maps out to over 100 “standard” terms in NLM. 

Multiple heuristics were used to provide meaning and 

context based on relationship patterns around the term of 

interest; e.g. looking at the term “fever”, diseases with 

similar patterns and similar meanings are added as context. 

Based on all the terms in the ‘Case’ description, a case 

context is generated. We note that case contexts can use 

even seemingly medically irrelevant patient information; 

e.g.  for a patient with Welsh ancestry or being a soldier. 

Being Welsh would reveal the medical pre-disposition to a 

list of diseases, proteins, genes, etc. and being a soldier 

would create a context term such as post-traumatic disorder. 

The relationship of MeSH terms in the 23 million plus 

articles that are “read” by the supercomputer are then 

presented visually for the subject matter expert to interact 

and prioritize. The doctors can then conduct co-occurrence 

analysis and execute association rule-discovery algorithms 

that return results in the order of a few seconds. We then 

compute the probability of the symptoms being associated 

with a particular disease using the random walk algorithm. 

We task our shared-memory machine to conduct two 

batches of random walks (i) from random symptoms 

towards diseases (ii) from ‘Case’ symptoms towards 

diseases. We derived a scoring mechanism to evaluate paths 

when terms specific to the ‘Case’ are involved in the walk in 

either case. By initiating thousands of such random walks 

(which would be computationally impossible without the 

shared-memory architecture) in parallel – we create 

http://medicalalumni.org/historicalcpc/home/


potential hypothesis based on weak-but very relevant 

associations across the 70 million predications. We filter for 

relevance by ignoring paths common to both the ‘Case’ 

walks and the random symptom-disease walks. The scoring 

mechanism helps us associate a probability to the disease 

hypothesis. 
In the case of the historical patient Oliver Cromwell, the 

hypotheses generated by ORIGAMI pleasantly surprised the 
doctors. ORIGAMI found, with the highest probability, the 
same primary diagnosis (Malaria) as an expert opinion - 
instead of taking many weeks/months, the differential 
diagnosis was made in seconds. ORIGAMI provided other 
possible diagnoses in order of probability allowing the 
domain expert to drill down into the reasons that a particular 
diagnosis was made. Additional possibilities with lower 
probabilities included Staphylococcal Bacteremia, Urinary 
Tract Infection, Poisoning Syndrome and Coccidiosis. On a 
crowd-sourced independent survey of doctors not in the 
panel, Malaria was the consensus diagnosis with a few 
doctors arguing for many of the lower-probability diagnoses 
generated by ORIGAMI.  

V. SUMMARY 

ORIGAMI is an artificial intelligence system for the 

discovery and ranking of meaningful associations by 

reasoning with unstructured text documents (literature) 

critical to designing domain-specific hypotheses. As a 

software application it is a suite of scalable algorithms for 

semantic, logical and statistical reasoning with Big Data 

(i.e., data stored in databases as well as unstructured data in 

documents) that scale on Cray analytics hardware Urika-XA 

and Urika-GD. This technology is a futuristic next-

generation knowledge-discovery framework that is: (a) 

knowledge nurturing (i.e., evolves seamlessly with newer 

knowledge and data), (b) smart and curious (i.e., using 

natural language processing, intelligent data parsing and 

harmonization, information-foraging and reasoning 

algorithms to digest content) and (c) synergistic enabling 

computer-assisted serendipity (i.e., interfaces computers 

with what they do best to help subject-matter-experts do 

their best. 
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