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Who is Univa?

Univa is a leading developer of Workload Optimization solutions


§  Global reach – based in Chicago with offices in Markham, Canada, Munich 
and Regensburg, Germany


§  Fast growing enterprise software company

§  “Home of Grid Engine.” All Grid Engine developers work at Univa, including 

founder of the Grid Engine project

§  Support global Fortune 500 companies
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Customer Use-Cases

The most innovative companies are optimized on our platform:


BIG DATA ENTERPRISE TECHNICAL ENTERPRISE APPLICATION ISV/HVS 
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Univa Grid Engine 

4 Copyright	©	2015	Univa	Corpora9on,	All	Rights	Reserved.	



20 Years of History 

•  1992: Initial developments @ Genias in Regensburg 
•  1993: First Customer Shipment (as CODINE) 
•  1996: Addition of GRD policy module 

•  Collaboration with Raytheon & Instrumental Inc 
•  1999: Merger with Chord Systems into Gridware 
•  2000: Acquisition through Sun 

•  Re-launch as Sun Grid Engine 

•  2001: Open Sourcing 
•  Until 2010: Massive growth in adoption (>10,000 sites) 
•  2010: Acquisition through Oracle 

•  Open Source gets orphaned 
•  2011: Key engineering team joins Univa 
•  2013: Acquired all IP and assets from Oracle 
•  Soon: 5th major release of Univa Grid Engine 
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Feature	 How	

Job	Classes	 ✔	 ✔	 ✔	 Templates	providing	ease	of	use,	control	and	best	fit	

Resource	Maps	 ✔	 ✔	 Op9mal	mapping	of	resources	to	jobs	
Core	/	NUMA	
Binding	

✔	 ✔	 ✔	 Tuned	u9liza9on	of	CPU	and	memory	architectures	/	
per	NUMA	node	memory	repor9ng	and	accoun9ng	

Database	
Spooling	

✔	 ✔	 ✔	 Increased	up9me	@	top	performance	

Fair	Urgency	 ✔	 ✔	 Balanced	u9liza9on	of	cri9cal	resources	

MPI	Integra9ons	 ✔	 ✔	 ✔	 Tuned,	out-of-the-box	integra9on	with	MPI	versions	

Improved	
Diagnos9cs	

✔	 ✔	 Faster	9me	to	resolu9on	of	issues	

Major	8.1	Features	&	Benefits	



©	Copyright	Univa	2009-2011	Proprietary	and	Confiden9al	©	Copyright	Univa	2009-2015	Proprietary	and	Confiden9al	

Feature	 How	

Cgroups	
integra9on	

✔	
	

✔	 ✔	 BeXer	workload	isola<on	and	resource	limita<on	on	
Linux	

Na9ve	Windows	
Support	

✔	
	

✔	
	

Supports	Windows	as	submit	and	execu9on	host	
without	requiring	UNIX	emula9on	layer	

DRMAA2	API	 ✔	
	

✔	 Implements	open,	standardize	API	for	job	monitoring,	
job	workflow	management,	and	job	submission			

New	read-only	
thread	pool	

✔	 ✔	 ✔	 Highly	improved	scalability	due	to	new,	separate	
components	in	qmaster	

... ✔	
	

Dozens	of	smaller	improvements	based	on	direct	
feedback	of	our	customers	reducing	management	
overhead	and	simplifies	product	usage	

Major	8.2	Features	&	Benefits	
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Feature	 How	

Short	Jobs	Add-
on	

✔	
	

✔	 	
	

Capability	of	running	100s	of	jobs	per	second	through	
high	performance	message	bus	

Real	Preemp9on	 ✔	 	
	

✔	
	

Freeing	Grid	Engine	resources	when	job	is	preempted	

Web	Services	
API	

✔	
 

Access	Univa	Grid	Engine	through	REST	Style	API	
(status	/	configura9on)		

Universal	
Resource	Broker	
Add-on	

✔	
 
 

✔	
 

Running	Spark	or	other	Mesos	frameworks	on	top	of	
Univa	Grid	Engine	

Major	8.3	Features	&	Benefits		
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Special Support for Cray XC 
Systems 
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Customer Quote


•  “Grid Engine has enabled us to integrate both Cray 
and non Cray jobs into the same scheduler. It 
allows us visibility of all our jobs in one place.” 

•  “It allows us to use the advanced scheduling 
capabilities of GE to further enhance the Cray 
internal scheduler. GE effectively acts as a meta-
scheduler for the Cray.” 

•  “The GE environment has proven to be very stable 
environment scheduling on top of the Cray system.” 

 
Chris Semple, PGS 
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One Single Shared Resource Pool


Cray
XC

Login
Node

Login
NodeAdmin

Other
Systems

Solaris
Machines

Linux PPCDocker
Containers

Linux ARM
Users

Univa Grid Engine
Interface

UniSight

•  Univa Grid Engine supports 
heterogeneous clusters 

•  Global policies and 
rules for jobs / job classes,  
users, projects,  
departments, 
resources 
 

•  Single interfaces for users 
and admins including new REST API 
 

•  Fast, scalable, reliable 
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Workload @ Cray XC using ALPS / BASIL


•  Job Types: 
•  Login node jobs (some use it for compilation) 

•  Cray XC jobs (using aprun): Batch and Interactive, Array Jobs 

•  Cray XC node requests: 
•  -q cray.q for routing to the Cray machine 

•  -pe cray <nodes> for selecting the amount of nodes 

•  Optional: mppwidth mppdepth mppnppn cray_nodes 

•  Cray XC Job: 
•  Runs by using automatically reserved resources via aprun 
•  Can use subset of reserved resources / can use resources 

multiple times sequentially 
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Workload @ Cray XC


•  RUR Integration: 
•  Mapping of Cray measurements into Univa Grid Engine 

counterparts: 
•  utime à ru_utime 
•  stime à ru_stime 
•  max_rss à ru_maxrss 
•  wchar à ru_oublock 
•  rchar à ru_inblock  

•  Get aggregated usage  
statistics with qacct 
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Simple Job Submission
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Automatic Alignment of Requests
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Interactive Job Example
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Univa Grid Engine Features @ Cray XC


•  Resource reservation for jobs / Advance Reservation 
•  Backfilling 
•  REST API 
•  Job dependencies between Cray XC and non-Cray jobs 
•  Job array support 
•  Job array inter-dependencies on task level 
•  Resource quotas on job classes, global level (Cray / 

non-Cray) 
•  Automatic resource alignment on Cray reconfiguration 
•  …lots of policies and more 
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What is Cooking?


•  UGE 8.4 is on the way à June 2016 
•  Docker ready: Automatic detection of Docker enabled nodes. 

Execution of jobs in automatically created containers.  

•  UniSight 4 is knocking at the door à July 2016 
•  Major re-write of UniSight 3 

•  Now with live dashboard functionality for monitoring cluster 

•  Navops.io à Fastest way for deploying Kubernetes on 
bare metal or on cloud service providers (AWS, Google) 

•  Free download! www.navops.io 
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Questions? 
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Thank  You!  
 

Speak with us!  J 
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