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Safe Harbor Statement

This presentation may contain forward-looking statements that are based
on our current expectations. Forward looking statements may include
statements about our financial guidance and expected operating results,
our opportunities and future potential, our product development and new
product introduction plans, our ability to expand and penetrate our
addressable markets and other statements that are not historical
facts. These statements are only predictions and actual results may
materially vary from those projected. Please refer to Cray's documents filed
with the SEC from time to time concerning factors that could affect the
Company and these forward-looking statements.
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Storage Hierarchy Data Path Concepts
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Storage Media Latencies and IOPs
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Cray Compute and Fabric Topology
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Analytics and HPC Software Convergence
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SAROJA Proof-of-Concept
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Scalable And Resilient ObJect StorAge
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Preliminary Evaluations
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Metadata Evaluations
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Metadata Evaluations
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Scaling trends not ideal; but promising approach functionally

SAROJA File Creates vs. Cassandra Servers
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• POSIX over SAROJA
• 4480 MPI ranks
• 56 XC compute nodes
• 500 files/rank
• TCP over GNI
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Data Path Evaluation
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Summary

● Inflection point in storage system design

● Three-tier storage topology for supercomputers

● Promising early investigations with object storage tech

● Gradual transition

● Call for feedback
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Legal Disclaimer

Information in this document is provided in connection with Cray Inc. products. No license, express or implied, to any intellectual property rights 
is granted by this document. 

Cray Inc. may make changes to specifications and product descriptions at any time, without notice.

All products, dates and figures specified are preliminary based on current expectations, and are subject to change without notice. 

Cray hardware and software products may contain design defects or errors known as errata, which may cause the product to deviate from 
published specifications. Current characterized errata are available on request. 

Cray uses codenames internally to identify products that are in development and not yet publically announced for release. Customers and other 
third parties are not authorized by Cray Inc. to use codenames in advertising, promotion or marketing and any use of Cray Inc. internal 
codenames is at the sole risk of the user. 

Performance tests and ratings are measured using specific systems and/or components and reflect the approximate performance of Cray Inc. 
products as measured by those tests. Any difference in system hardware or software design or configuration may affect actual performance. 

The following are trademarks of Cray Inc. and are registered in the United States and other countries: CRAY and design, SONEXION, and 
URIKA. The following are trademarks of Cray Inc.: APPRENTICE2, CHAPEL, CLUSTER CONNECT, CRAYPAT, CRAYPORT, ECOPHLEX, 
LIBSCI, NODEKARE, REVEAL, THREADSTORM. The following system family marks, and associated model number marks, are trademarks 
of Cray Inc.: CS, CX, XC, XE, XK, XMT, and XT. The registered trademark LINUX is used pursuant to a sublicense from LMI, the exclusive 
licensee of Linus Torvalds, owner of the mark on a worldwide basis. Other trademarks used in this document are the property of their respective 
owners.
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Questions & Answers

Raghu Chandrasekar
raghu@cray.com


