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Abstract—Hexagon, the current High Performance 
Computing (HPC) resource at the University of Bergen, 
Norway is approaching its end of life. This article highlights 
some of the scientific results  in the field of Climate  Modelling 
obtained using this exceptional resource, a Cray XE6m-200 
machine.  (Abstract) 

I. INTRODUCTION  
Hexagon originally was installed at the University of 

Bergen (UiB), Norway in January 2008 [1]. The initial 
configuration was a Cray XT4 distributed memory system 
consisting of 1388 nodes interconnected with a high-
bandwidth low latency switch network (SeaStar2). Each 

node hosted a quad-core AMD Opteron chip with 4 GB 
memory (128 nodes had 8GB memory). The file system was 
Lustre and the system had a central storage facility with 
288TB capacity. These characteristics might not seem very 
impressive to today’s standards, however at the time of the 
installation the machine was very powerful (and got the 
highest ranking ever for a Norwegian HPC facility in 
top500: 66 (https://www.top500.org/list/2008/11/). The 
machine with its 5550 cores enabled Norwegian scientists 
to scale up their applications to a much higher number of 
cores and thus to pursue scientific problems that were out-
of-reach earlier. 



Due to the high operational cost of a supercomputer the 
life span of such a facility is usually 3-4 years. It takes about 
that time before one would get significantly more compute 
power for the same cost (less electricity per CPU power). 
Hexagon received a new “brain” in March 2012. Racks, 
power supplies, cabling and chassis backplanes were reused 
but the XT4 compute blades were replaced with XE6 
versions. Service nodes (I/O and login) were upgraded with 
“XIO” blades. This is the current Cray XE6m-200 HPC 
installation at UiB. Beside the quadrupling of the number of 
cores (22272) the most significant upgrades were the Cray 
Gemini network chips and the AMD Opteron “Interlagos” 
CPUs.   
The system has been part of the Norwegian national HPC 
infrastructure and been very popular in the user community 
for its performance, ease-of-use and reliability. The stability 
of the machine had a great impact on its maintenance costs, 
and allowed for a relatively small group of engineers to 
provide a very high level of service and support to the users 
of the machine.  
The applications that benefit the most from this type of 
facility are big MPI based programs that require a lot of 
network and memory bandwidth. The research groups that 
match this category at UiB come from climate, ocean and 
other geophysical sciences. In the following sections a few 
use cases will be presented in more detail.  
 
We would like to acknowledge the following people who 
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Informatics, UiB), Klaus Johannsen (Research Director, 
Uni Research Computing), Erik Thorsnes (Senior Engineer, 
Group leader, Uni Research Computing), Alexander Oltu 
(Senior Engineer, Scientific Computing, IT-department, 
UiB) and Lorand Janos Szentannai (Engineer, Scientific 
Computing, IT-department, UiB).  
 

II. HEXAGON A WORKHORSE FOR NORWEGIAN 
CLIMATE MODELLING  

Changes in climate involve a complex interplay of 
physical, chemical and biological processes of the 
atmosphere, land surface, cryosphere and ocean. Earth 
System Models (ESMs) are today the only means for 
aggregation and compression of all information necessary 
to quantify dynamics and impacts of ongoing climate 
change and are emerging as the dominant modelling tool for 
numerical simulations addressing e.g. anthropogenic versus 
natural climate change, climate variations with time scales 
ranging from years to millennia, and climate predictability. 
There is a continues need for model development and multi-
model diversity in order to provide best possible future 
assessments with reliable uncertainty estimates. 

 The Norwegian Earth System Model ([2],[3],[4]) is a 
national model infrastructure that serves for integrating new 
process knowledge of the Earth system and as a laboratory 
for exploring the dynamics of climate. The establishment of 
NorESM, which coincided with the initial employment of 
Hexagon Cray XT4, brought together complementary 

modelling groups from Norway with predominantly 
specializations in atmospheric and ocean science. NorESM 
builds on the Community Earth System Model [5] while 
including important national contributions, such as 
advanced representations of chemistry-aerosol-cloud 
processes and an isopycnic ocean component with 
biogeochemistry formulations adapted to isopycnic 
coordinates.  

The original NorESM is configured on global 2º 
atmospheric and 1º ocean grids with 26 and 53 levels, 
respectively, giving a model state size of O(108). During 
integration, the model components run in a mixed 
sequential/concurrent mode and exchange information 
through a coupler (Figure 1a). The system is further 
parallelized using horizontal domain decomposition for all 
components (Figure 1b) and additional vertical 
decomposition for the atmospheric component. The model 
uses Parallel netCDF [6] for fast I/O and is configurable as 
a pure MPI or optionally hybrid MPI/OpenMP application. 
Within constraints and considering the complexity of 
parallelization problem, NorESM shows good scalability on 
Hexagon, particularly for the ocean component and very 
good parallel I/O performance (Figure 1 c). Depending on 
complexity and resolution, individual NorESM simulations 
on hexagon have used between ~100 and ~3000 processing 
cores. 

During the period 2008 to 2016, Hexagon hosted more 
than 80% of all NorESM integrations, totaling a 
consumption of 200 million CPU hours with exponential 
increase over time (Figure 1 d-e). In October 2016 we 
carried out a survey to map the past, current and planned 
use of NorESM. This revealed about 50 national users 
distributed over 7 institutions (see Figure 1 f). In the survey 
the participants were asked to list project involvements 
where NorESM was/is developed or used for doing specific 
experiments and/or assessing NorESM output. A total of 65 
project involvements were reported and the funding source 
distribution is shown in Figure 1 g. The total requested 
grant size for all projects amounts to about 1491 MNOK 
(~175 million USD) and is distributed among funding 
sources as shown in Figure 1 h. At the Nordic level, 
NorESM is used in e.g. Nordic Council of 
Ministers/NordForsk projects CRAICC and eSTICC and 
there is an active collaboration established on atmospheric 
chemistry-aerosols-clouds with University of Stockholm 
and University of Helsinki and on ocean processes with 
University of Copenhagen. 

NorESM contributed to the latest Intergovernmental 
Panel for Climate Change assessment report (IPCC 
AR5,[7]) - which constitutes the knowledge basis of the 
Paris Agreement - through participation in the Coupled 
Model Intercomparison Project phase 5 (CMIP5,[8]). By 
February 2017, the output generated with NorESM on 
Hexagon had been used in more than 500 peer-reviewed 
publications (https://cmip-publications.llnl.gov). This 
demonstrates the enormous international interest and 
visibility by contributing to such model intercomparisons. 
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Figure 1: a, Diagram explaining the mixed sequential/concurrent integration of components. b, Domain decomposition of ocean 
component. c, Scaling of NorESM2's 1/4º ocean component using parallel I/O (black) versus sequential I/O (blue) for writing default 
output versus parallel I/O for writing 21 GB per simulation day enhanced output (red). Numbers do not include processors assigned to sea 
ice and land components. d, NorESM's CPU usage on Hexagon. e, NorESM's CPU usage on other national facilities (vilje). f, User survey 
participants sorted according to institutes. g, Projects that use NorESM sorted according to funding source. h, Funding amount of projects 
that use NorESM sorted according to funding source. 



In summary, Hexagon has been the workhorse of 
Norwegian climate modelling activities with demonstrable 
scientific and societal impacts. With preparations for the 
upcoming CMIP6 [9] underway, climate modelling enters 
now a new phase that constitutes a step change in 
computational demands. As result of increased complexity 
and resolution, NorESM's successor NorESM2 will require 
20 times as much resources, making it necessary to find a 
bigger horse.     

III. THE NORKYST800 – A CURRENT MODEL SYSTEM 
FOR THE NORWEGIAN COAST 

 
Aquaculture is a vital industry in Norway, and a sustainable 
production is a precondition for long-term development 
and growth where the measure of sustainability is the 
natural ecosystem. It is important to ensure a clean marine 
environment and good production locations for 
aquaculture, with minimum impact from long-distance 
transport emissions and pollution from more local sources. 
To assist in the development and improvement of the 
aquaculture production and to find healthy adaptations to 
the marine environment and biological diversity, 
knowledge on ocean currents is crucial. 
To collect information of the physical environment is 
difficult because of the complex dynamics on numerous 
length scales starting at 

 
Figure 2:  Map showing the extension of the NorKyst800 model. 
The colors denote the long-term average of surface current speed. 
The mean current patterns are mainly directed northwards, and 
the color scale denotes speed in cm/s. 

O(100m) and since the geographical extension is so large. 
Norway has a long and complicated coast with numerous 
fjords and islands. Along the coast flows the Norwegian 
Costal Current which has great impact on water exchanges 
with and within fjords, and reproducing a realistic physical 
state with a numerical hydrodynamical model requires high 
resolution, both for the numerical solver and for the forcing 
data (atmospheric conditions, river discharge etc.). 
Collecting data from observations of current and 

hydrography is important, but too costly to fulfil the actual 
need. Thus, a combination of observations and numerical 
current modelling is the most cost-efficient and best 
approach to get the necessary environmental information. 
The NorKyst800 model system [10] is a compromise 
between geographical extension of the model domain and 
sufficient resolution. The whole Norwegian coast is 
possible to simulate (Figure 2), and horizontally we use 
2600x900 grid points. Vertically we use 35 terrain-
following levels in our standard experiments,  
however an increase of vertical levels will be preferred 
when computers attain increased capacity. We have used 
the Regional Ocean Current Model System (ROMS) as the 
hydrodynamical model embedded in the NorKyst800 
system  
 ([10], [11], or see http://myroms.org). ROMS is an open-
source, state-of-the-art, three-dimensional, free-surface, 
primitive equation numerical model using a generalized 
terrain-following s-coordinate in the vertical.  
The NorKyst800 model system has been tested widely on 
Hexagon to configure a standard set up. The standard 
model applies 1024 processors for about 20 days (~500.000 
core hours) to complete a one-year simulation. A more than 
20-years long hindcast archive has been produced and will 
be used in several projects and applications requiring high-
resolution current fields from the Norwegian coast. In 
addition, the NorKyst800 model is a necessary step to 
execute even higher resolution fjord models (typically 
160m resolution), and several computer demanding efforts 
have resulted in valuable outcomes within different 
scientific disciplines (as e.g. described in [12], [13], [14] 
and [15]). Finally, the computational efforts on Hexagon 
have also assisted the Norwegian Meteorological Institute 
in implementing the same model in their operational suite 
providing daily high-resolution ocean current forecasts. 

 

IV. HEXAGON PROVIDES INSIGHTS INTO CLIMATE 
CHANGE IN INDIA 

Since 2009, a series of four collaborative projects have 
looked at climate change science, variability and its 
impacts in India: a) the Norwegian Framework Agreement 
Phase I funded by Norwegian Ministry of Foreign Affairs, 
which focused on capacity building and regional climate 
modelling; b) NORINDIA, which emphasized the study of 
the hydrological impacts of climate change [16], funded by 
the Norwegian Research Council; c) C-ICE, an ongoing 
project which studies how changes of sea ice around 
Antarctica could affect the Indian Summer monsoon, also 
funded by the Norwegian Research Council and the Indian 
Ministry of Earth Sciences; and d) PREPARE, a new 
project under Norwegian Framework Agreement Phase - 
II, which studies climate extremes in the future and 
intraseasonal variability, funded by Norwegian Ministry of 
Foreign affairs. All of these projects have had one thing in 
common: they have used Hexagon. 



 
Also, these projects were made possible through the 
collaboration with TERI (The Energy and Resources 
Institute) in New Delhi. TERI Researchers were given 
access to Hexagon and a series of high resolution 
simulations were conducted using the Weather Research 
and Forecasting (WRF) model and the Norwegian Earth 
System model. They were also involved in an online 
training program of learning how to use WRF [17], as well 
as on how to run WRF on Hexagon - both courses run on 
m2lab.org 
 
Some of the climate runs were made in a ‘tropical channel’ 
mode (Fig. 1), where the model domain consists of the 
boundaries above and below a certain latitude and no side 
boundaries. This configuration allows for the interaction of 
weather systems from the extra-tropics through the north-
and-south boundaries. Also, the generated waves are 
allowed to propagate around the tropical belt more 
naturally - as in the real world and in global models, which 
improves predictability.  
 
In NORINDIA, we have used a different type of set-up: 
that of coupling WRF to an advanced hydrological 
modelling system. This makes it possible to conduct high 
resolution simulations of the atmosphere, which feed into 
a high-resolution hydrological system. Output from such 
configuration can then be used to assess water availability 
in selected basins in India ([18],[19]). All in all, Hexagon 
has contributed greatly to the advance of the understanding 
of climate change in India. 

 

 
Figure 3: Li, L., Gochis, D., Sobolowski, S., and Mesquita, M.d.S. 
(2017) Evaluating the present annual water budget of a 
Himalayan headwater river basin using a high-resolution 
atmosphere-hydrology model. Journal of Geophysical Research - 
Atmospheres, accepted. 

V. OPERATIONAL OCEANOGRAPHY 
Operational oceanography is traditionally CPU-hungry in 
the sense that it requires both high horizontal resolution to 
resolve the ocean mesoscale eddies (typically 50 to 300 km 
wide, these are essential for forecasting the drift of objects 
at the ocean surface, such as oil spills or search and rescue 
operations) and also expensive data assimilation methods 
able to constrain complex 3-dimensional ocean currents 
using satellite observations at the surface and sparse in-situ 
profiles from autonomous buoys. The availability of 
computing resources has thus always been - and still 
remains - a major bottleneck for reaching the goals of 
operational oceanography. 

The TOPAZ system is the Norwegian contribution to 
international operational oceanography and constitutes the 
Arctic Marine Forecasting Center in the European Coper- 
nicus Marine Services. Before Hexagon, NERSC was able 
to run the TOPAZ system in near real time forecast mode 
using an ensemble Kalman Filter [20] with the HYCOM 
model applied at 12 km resolution, but without any 
biological component. The introduction of the machine has 
triggered the production of an Arctic reanalysis [22],[23] 
for the physical ice-ocean system, but also the production 
of a biogeochemical reanalysis with the coupled HYCOM- 
NORWECOM model, assimilating both physical 
observations and satellite ocean color data [24] .The 
forecast and re-analysis products have become the main 
Arctic contributions of the European Copernicus Marine 
Services in 2015, see http://marine.copernicus.eu for more 
information. Figures 1 and 2 show examples of sea ice 
coverage in the Arctic summer 2016 and the corresponding 
map of ocean primary production showing that some of the 
production grows close to the ice edge. Before the physical, 
biogeochemical and data assimilation modules were 
integrated on Hexagon, it was not possible to produce those 
maps consistently, based on the same input data. 
Such ocean reanalyses are important as reference databases 
in order to judge whether or not the present situation is 
usual or not and in order to appreciate different aspects of 
recent climate change, which is especially fast in the Arctic 
Ocean, see for example the case of ocean fluxes to the 
Arctic in [25]. The production of reanalyses also represents 
an invaluable testbed for assessing the stability of data 
assimilation methods. 
NERSC has recently started to work on a 6 km resolution 
of the TOPAZ system and a NeXt generation Sea Ice 
Model NeXtSIM [26] that are both expected to better meet 
the needs of the scientific and operational users in the 
Arctic.      

as a footnote. 
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Regional Climate Modeling under Tropical Channel Mode 
 
Figure. 1  
Downscaling of ERA-Interim dataset under tropical channel .ode using WRF at 36km 
horizontal resolution. Plotted here is a snapshot of a simulation showing Outgoing 
Longwave radiation (OLR).  
Source – TERI-Bjerknes Center 36km WRF simulation – Veldore, Mesquita, Lunde, Bhardwaj and 
Machineni.   
 

 



 
Figure 4: Example of sea ice forecast on the 14th September 2016 
from the TOPAZ system. Red is full ice coverage. 

 
Figure 5: Surface primary production on the same day as in 
Figure 4. Yellow and red areas are the most productive on that 
day. 
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