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Why DataWarp?

- Many programs do I/O in bursts
- Want to have high bandwidth when doing I/O
- SSDs offer greater bandwidth per dollar
- Use SSDs to handle peaks in I/O bandwidth requirements
- Reduce job wall clock time
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DataWarp Components
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DataWarp - Minimize Compute Residence Time

```
<table>
<thead>
<tr>
<th>Node Count</th>
<th>Time (Lustre Only)</th>
<th>Time (DataWarp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Data Load</td>
<td>Compute</td>
<td>DW Preload</td>
</tr>
<tr>
<td>Final Data Writes</td>
<td>Final Data Writes</td>
<td>DW Post Dump</td>
</tr>
</tbody>
</table>

Key:
- Compute Nodes
- Compute Nodes - Idle
- I/O Time Lustre
- I/O Time DataWarp
- DW Nodes

Timestep Writes
Timestep Writes (DataWarp)
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Parallel Filesystem
DataWarp Scratch

- Striped
- Private
Use Scratch as storage between job steps

#!/bin/bash
#MSUB -l nodes=16:ppn=4
#MSUB -l walltime=1:00:00
#DW jobdw type=scratch access_mode=striped capacity=50TiB

aprun -n 64 IOR -a POSIX -g -b 8G -t 1M -e -G 1234567890 -w -k -o $DW_JOB_STRIPED/ior_example_1

aprun -n 64 IOR -a POSIX -g -b 8G -t 1M -e -G 1234567890 -W -o $DW_JOB_STRIPED/ior_example_1
DataWarp Staging
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#!/bin/bash

#MSUB -l nodes=16:ppn=4
#MSUB -l walltime=1:00:00
#DW jobdw type=scratch access_mode=striped capacity=50TiB

#DW stage_in type=file source=/lus/snx11108/overby/ex3_data
destination=$DW_JOB_STRIPED/input

#DW stage_out type=directory destination=/lus/snx11108/overby/results3
source=$DW_JOB_STRIPED/output

aprun -n 16 IOR -o $DW_JOB_STRIPED/input -k -v -b 64m -t 1m -E -C -W -r -G 1248
aprun -n 1 mkdir $DW_JOB_STRIPED/output
aprun -n 16 IOR -o $DW_JOB_STRIPED/output/res -k -v -b 64m -t 1m -E -C -w -G 1632 -F
Persistent Storage

- Storage that persists across batch jobs
  - Remains until deleted by it’s owner or reaches its end-of-life date

- Access to a persistent instance can be requested by any user
  - Subject to workload manager configuration
  - POSIX permissions (owner/group/other) still limit access to data

- Multiple persistent storage instances can be requested by a single job
Creating a persistent instance

● Controlled by the workload manager
  ● Each has a different way of creating a persistent instance

● Slurm syntax:

```bash
#!/bin/bash
#BB create_persistent name=overby123 capacity=1GiB
access=striped type=scratch

#!/bin/bash
#BB destroyPersistent name=overby123
```
Using a Persistent Instance

#!/bin/bash
#MSUB -l nodes=16:ppn=4
#MSUB -l walltime=1:00:00
#DW persistentdw name=overby123
#DW persistentdw name=overby987

aprun -n 64 IOR -a POSIX -g -b 8G -t 1M -e -G 1234567890 -w -W -r -o $DW_PERSISTENT_STRIPED_overby123/input1

aprun -n 64 IOR -a POSIX -g -b 8G -t 1M -e -w -W -r -o $DW_PERSISTENT_STRIPED_overby987/input2 -G 1248163264
#!/bin/bash

#MSUB -l nodes=16:ppn=4
#MSUB -l walltime=1:00:00

#DW jobdw type=scratch access_mode=private capacity=100GiB

echo DW_JOB_PRIVATE $DW_JOB_PRIVATE
#!/bin/bash
#MSUB -l nodes=16:ppn=4
#MSUB -l walltime=1:00:00
#DW jobdw type=scratch access_mode=striped,private capacity=100GiB

echo DW_JOB_STRIPED $DW_JOB_STRIPED
echo DW_JOB_PRIVATE $DW_JOB_PRIVATE

aprun -n 1 df -h $DW_JOB_STRIPED $DW_JOB_PRIVATE
DataWarp Cache Type

- Striped
- Load Balance
DataWarp Cache

#!/bin/bash
#MSUB -l nodes=4:ppn=4
#MSUB -l walltime=1:00:00
#DW jobdw type=cache access_mode=striped capacity=4GiB
pfs=/lus/snxs1

# Read a file on the PFS through cache
aprun -n 16 IOR -k -v -b 64m -t 1m -E -C -W -G 163264 -o $DW_JOB_STRIPED_CACHE /overby/example_3_input

# Write a file to cache and read it back
aprun -n 16 IOR -k -v -b 64m -t 1m -E -C -w -G 163264 –W -o $DW_JOB_STRIPED_CACHE/overby/example_3_cache
#!/bin/bash

# MSUB -l nodes=32:ppn=4
# MSUB -l walltime=1:00:00

#DW jobdw type=cache access_mode=ldbalance capacity=1TiB pfs=/lus/scratch

aprun -n 1 ls -al $DW_JOB_LDBAL_CACHE
### Summary

<table>
<thead>
<tr>
<th>Scratch</th>
<th>Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>Striped</td>
<td>DW_JOB_STRIPED</td>
</tr>
<tr>
<td></td>
<td>DW_JOB_STRIPED_CACHE</td>
</tr>
<tr>
<td>Load Balance</td>
<td>DW_JOB_LDBAL_CACHE</td>
</tr>
<tr>
<td>Private</td>
<td>DW_JOB_PRIVATE</td>
</tr>
<tr>
<td>Persistent</td>
<td>DW_PERSISTENT_STRIPED_name</td>
</tr>
<tr>
<td></td>
<td>DW_PERSISTENT_STRIPED_CACHE_name</td>
</tr>
</tbody>
</table>
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