
Blue Waters Workload Analysis
• Conducted workload analysis to understand application 

requirements and guide future design requirements 
• Analyzed workload by:

• Science area 
• application code 
• algorithm 
• job size 
• thread usage 
• memory usage 
• library usage
• I/O usage

• Modeled after 2014 NERSC Workload Analysis
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Workload Analysis Goals
• What are the proportional mix of sub-disciplines and how are they 

changing over time, including the use of different types of nodes (XE 
and XK)?

• What are the top representative algorithms on Blue Waters 
• What is the distribution of job sizes by application/FoS?
• How much of Blue Waters is consumed by high throughput applications, 

and is this changing over time?
• Are jobs getting larger over time?
• What are the job I/O patterns, and how is this evolving over time?

• Does this differ between disciplines, job type, etc.?
• Is job memory usage increasing/decreasing over time including the use 

of different types of nodes (XE and XK)? 
• Are there specific discipline differences?

• Are data analytical frameworks being used on Blue Waters? 



Data Collection Methods

• System accounting logs (torque)
• LDMS
• Load average, Memory, GPU utilization

• MSR
• Performance counters, CPU utilization

• Darshan
• MPI/Posix/HDF5 I/O

• XALT/ALTD
• Library information

• APRUN
• Executable Information



HPC	Systems	Monitoring	Data	in	Action

Interconnect	Usage	by	Application



HPC	Systems	Monitoring	Data	in	Action

Memory	Patterns



HPC	Systems	Monitoring	Data	in	Action

Thread	Usage



HPC	Systems	Monitoring	Data	in	Action

GPU	Usage	Patterns



HPC	Systems	Monitoring	Data	in	Action

I/O: Distribution over Fields of Science

• There is indication that different Fields of Science exibit different behavior


