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Goals of the BoF: 

● Share experiences and expertise in automated analysis and feedback. This will be 
facilitated by organizer presentation of examples of related successes and failures 
including known complexities and limitations and what is needed to 
improve/overcome them. 

● Increase community knowledge of analyses and analysis software suitable for HPC 
monitoring data. This will be accomplished through interactive discussion of audience 
experiences in analysis and analysis software, including limitations and complexities. 

● Increase community knowledge of possibilities for effective feedback. This will be 
accomplished through interactive discussion of audience experiences in enabling and 
invoking responses (e.g., developing scheduler plugins, enabling feedback to 
applications). 

● Develop tangible artifacts to speed development and acceptance of automated 
analysis and response . 

 
 
Tangible artifacts from the BoF : 

● From the BoF discussions, the Organizers will compile and publish the following in the 
CUG proceedings: 

○ A list of analysis software and methodologies that have been useful as well as 
gaps 

○ A list of the major questions that people want answered about analysis 
software and techniques in order for them to start using it  

○ A  list of software that could be used in invoking response 
○ A  list of the major information that people need to know about software in 

order to use it for developing a response (e.g., how to write and load SLURM 
plugins, how to use shared memory for applications to exchange information)  

 
 
Scope of the BoF: 

● Techniques for analysis which take into consideration particular features of HPC 
monitoring data. Includes consideration of: 
 Features of data: 

● Large volumes of data (e.g., TBs/day) 
● Temporal fidelity (sampling/storage rates) 
● Disparate resources whose features may change on different timescales 

(e.g., temperatures vs. CPU utilization or voltages) 
 
 Types of techniques: 

● Statistical analysis 
● Trend analysis and change-point detection 



● Anomaly detection 
● Classification and Clustering including bounding box definition 
● Principal Component Analysis (PCA)/Independent Component Analysis 

(ICA) 
 

Issues affecting analysis: 
● Repeated experiments/runs may involve different component and 

workload conditions (e.g., different nodes, temperatures, different 
application mix and therefore different levels of contention for 
resources). 

● Documentation about system software and hardware changes over time 
may not be exposed. 

● Component to component variation in behavioral characteristics due to 
manufacturing variation (e.g., power draw for a particular workload 
may vary significantly across similar processors for a given ambient 
temperature due to manufacturing variation). 

● Component to component variation in behavioral characteristics due to 
physical or topological variation (e.g., thermal hot spots, network 
topology consideration including proximity to I/O, storage) 

 
  

● Determination of types of analyses and responses that can achieve an effective 
feedback loop (i.e., one in which a response is timely and effective enough to warrant 
the work). 
 Scenarios: 

● Optimized triggering of checkpointing and downing of components 
based on detection of degrading components 

● Application co-scheduling decisions based on learned application 
profiles 

● Application allocation and task mapping based on application 
communication patterns and network contention classifications 

● Dynamic application reconfiguration in response to shared resource 
contention or component degradation 

● Classification of component and system state to drive more general 
responses 

● Downclocking and power capping to match contractual or infrastructure 
requirements and/or limit site expenses using learned and/or 
dynamically detected performance profiles 

 
 System/application software amenable to feedback and response: 

● Schedulers/Resource Managers  
● Partitioners 
● Applications 
● Operating Systems 



 
 Considerations in invoking response: 

● Analysis and response must be on timescales in which meaningful 
response can be taken (e.g., have to detect, checkpoint/migrate before 
the node goes down) 

● Assessing the effectiveness of response (limited opportunities to test 
response scenarios, cannot know how effective an alternate response 
would have been) 

● Addressing false positives in analysis and uncertainty in response 
effectiveness 

● Psychological considerations in enabling automated response 
 
NOT in the scope of the BoF: 

● Data collection, exposure of data, transport, integration, databases, data storage etc. 
● Alert-only responses  
● Visualization-only analyses 

 
 
Qualifications of the Organizers: 

● The organizers have a successful track record in organizing and promoting HPC 
Monitoring Community building including: 

○ Organizers of multiple successful BoF’s including SC 2014-2017 (attendance > 
100) and CUG 2016-2017. 

○ Administrators of the vendor-neutral “Monitoring Large Scale HPC Systems” 
community web site and mailing list: 
https://sites.google.com/site/monitoringlargescalehpcsystems/home. 

○ Organizing Committee of “Monitoring and Analysis of HPC Systems Plus 
Operations (HPCMASPA)” Workshop Series at IEEE Cluster: 
https://sites.google.com/site/hpcmaspa/ 

○ Organizers of multiple SIAM Minisymposia on HPC Monitoring and Analysis 
○ Lead of the Cray System Monitoring Working Group (SMWG) and lead of the 

SMWG focus on Analysis. 
 
Misc: 
This BoF targets Analysis and would be complementary to a BoF separately proposed on 
“Practical Monitoring Implementation”. The BoF’s could be held back-to-back. 
 
 
Examples for Motivating Discussion: (see accompanying slides) 

● Machine learning for detecting and diagnosing application anomalies. 
● Development of Topologically Aware Scheduling (TAS). Includes analysis for evaluating 

contention/congestion impact, assessing the effectiveness of TAS as a mitigating 
response in terms of new metrics for performance and system utilization. 



● Workload analysis to drive allocation and scheduling decisions and future system 
requirements 

● Mitigating congestion impact. Congestion analysis is used to trigger application task 
redistribution. Features includes communication and topological graph analysis and 
feedback to applications. 

 
 
 
 
 


