
Target	Anomalies

We	collect	a	variety	of	data	while	running	applications	with	and	
without	synthetic	anomalies.	The	synthetic	anomalies	are	engineered	
to	perturb	resource	utilization	characteristics	over	a	number	of	
different	applications.	Machine	learning	is	used	to	discriminate	
between	healthy	application	runs	and	those	including	the	synthetic	
anomalies.	To	date	we	have	targeted	perturbation	of	the	following	
characteristics:	Memory	occupancy,	CPU	and	cache	interference,	and	
Computational	intensity	characteristics



Analysis	Techniques

• We	use	the	following	classifiers	in	our	machine	learning	framework:	
• k-nearest neighbors	(kNN),	support	vector	classier	(SVC),	AdaBoost,	decision	
tree	(DT),	and	random	forest	(RF).

• Disjoint	training	and	test	sets	include	data	from	the	same	
applications,	application	input	sizes,	and	anomaly	intensities,	but	use	
different	application	input	data.	
• Since	it	is	not	a	realistic	scenario	to	know	all	the	possible	jobs	that	will	
run	on	an	HPC	system,	we	evaluate	the	robustness	of	our	approach	
and	the	baseline	techniques	to	unknown	application	input	sizes,	
unknown	applications,	and	unknown	anomaly	intensities.	
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Detection	and	diagnosis	of	performance	problems	on	SNL	and	external	systems.	
• Machine	learning	models	built	offline	are	used	for	classifying	observations	at	runtime.
• Advanced	Monitoring	and	Analysis:	Run	time	collection	of	memory,	CPU	utilization,	network,	perf	counter	

data.	Offline	processing	of	data	to	develop	models.	Run	time	comparison	of	live	data	to	learned	models.


