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Who we are

The Argonne Leadership Computing Facility (ALCF) is a national 
scientific user facility that provides supercomputing resources and 
expertise to the scientific and engineering community to accelerate the 
pace of discovery and innovation in a broad range of disciplines.

We currently run Theta, a 24-rack XC40 with Knight’s Landing CPUs
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What are we talking about?

- The ERD (Event router daemon) is the backbone of the XC40
- Most forms of command & control, as well as log data, happen through the ERD
- Console logs, Hardware Error data, environmental data, system state
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Why?

- Hardware error data is stored in binary logs, making parsing difficult and CPU-time 
consuming
- A propriety, closed-source software stack
- All other logs are in unstructured text
- I just don't like unstructured data
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What we did: Deluge

- Extensible and loosely coupled: Little overhead to support new databases and input streams
Three major backend libraries: events, hwerrcore, sedc
- Highly parallel: makes heavy use of channels and Goroutines
- Scalable: Can use as many cores and as much memory as it's given
- Configurable: CLI options to tweak memory and core usage
- Written in Go: A modern, statically-typed, garbage-collected, memory-safe systems language
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Library: events

- The only component that talks to the ERD
- Reads in raw binary data from the network, returns a stream of Go structs to the 
consumer
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Library: hwerrcore

-Contains the data structures and logic used to parse cray RAS events
-Has knowledge of all Aries errors and KNL machine-check errors Theta

 Deluge data structures mimics that used by Cray:
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Library: hwerrcore

-Bulk of the code turns MMR data into JSON with human-readable error data

Input:

Output:
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MapDef

- We have a problem: logic that parses memory-mapped registers (MMR) is hard-
coded into the Cray Hardware Supervisory System (HSS) libraries
- We need to reliably reproduce it in order to parse hardware RAS events
- Cray’s libraries output human-readable strings, we want structured data

Solution: Create a harness that uses Cray’s own libraries to re-generate Go code for 
every hardware error. Why not?
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MapDef

Step 1: Call Cray’s parser function in a loop, skip over non-existent error codes, or codes 
with no MMR data.

Example of the data we get back:



Argonne Leadership Computing Facility11

MapDef

Step 2: Take the string output, use regex and code generation libraries to turn it 
into Go maps
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Library: sedccore

- Reads data from the ec_sedc_data channel
- was the least documented and hardest to implement 
- We didn’t have to implement SEDCv1
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Library: sedccore

-SEDC scan IDs are generated based on a dump of the PMDB

COPY pmdb.sedc_scanid_info TO '/tmp/scanid_dump.csv' DELIMITER ',' CSV HEADER;
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Usage at ALCF: hardware error data

- Elasticsearch is used to store all hardware error 
data

- ES a good fit for hwerr data

- Nested JSON makes data analysis easy, 
compared to string parsing
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Usage at ALCF: hardware error data
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Usage at ALCF: SEDC data
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Usage at ALCF: BER data

- Generated from 
hardware error 
data

- Used to track 
health of Aries 
links and in some 
cases predict 
failure
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Future work

-  Data science and machine learning to find 
trends

- More correlation with job data

- Ingest more data from the ERD:
– History of Admin commands
– ERFS metadata
– Some ALPS data
– Track system state
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   Tack! (Thank you!)

- Questions?
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