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Spectre and Meltdown: Background
The “Spectre” and “Meltdown” security vulnerabilities were discovered in 2017
These are flaws present in nearly all modern processors
There has been industry-wide concern that firmware patches required to fix these
problems will significantly decrease processor performance
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Why it matters to us

The Oak Ridge Leadership
Computing Facility has
commitments to programs such
as INCITE, ALCC and ECP to
deliver a quantity of compute
cycles every year

Loss of system performance
threatens our users’ ability to
deliver the promised science
output for their projects

Also results in loss on our
investments in HPC system
purchase and maintenance
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Overview of Spectre and Meltdown vulnerabilities
Flaws that enable potential side channel attacks by an adversary to
access protected memory:

1. Spectre V1: use condition misprediction for speculative load
into L3 cache, use this to indirectly infer a value in protected
memory

2. Spectre V2: create branch misprediction condition that results
in protected memory being loaded into L3 cache

3. Spectre V3 / Meltdown: thread executes illegal instruction,
continues to execute speculatively, potentially loading data
from protected memory
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Methodology of study

• Evaluate several of the top systems at the OLCF: Titan, Eos, Percival,
Cumulus

• Use application codes from our system acceptance testing efforts,
representing OLCF workloads, augmented with other benchmark
codes

• Run codes before patches and after patches, compare performance
• Run each code at several node counts on each system and with 10

trials to measure runtime variability
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OLCF systems tested

Titan
Cray XK7
18,688 compute nodes:
1 16-core AMD Interlagos CPU,
1 NVIDIA K20X GPU
Gemini interconnect

Eos
Cray XC30
736 compute nodes
2 8-core Intel Xeon E5-2670 CPUs
Aries interconnect

Percival
Cray XC40
168 compute nodes
1 64-core Intel KNL CPU
Aries interconnect

Cumulus
Cray XC40
112 compute nodes
2 18-core Intel Broadwell CPUs
Aries interconnect
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Codes used
• HPL – dense linear solve, compute intensive
• HPCG – sparse linear algebra, multigrid, halo exchange, global reductions
• OSU Microbenchmarks (OMB) – MPI tests
• SPEC OMP2012 – OpenMP application benchmarks

• GTC – fusion code, particles, sparse Poisson field solve
• S3D – explicit combustion code, structured 3D grid
• LAMMPS – molecular dynamics, particles
• NWCHEM – chemistry code, network intensive
• LSMS – electronic structure code, dense linear algebra, Monte Carlo
• MILC – QCD code; optimized KNL version used

• IOR – I/O benchmark, POSIX and MPI-IO tests
• mdtest – I/O metadata operations test
• simul – performance of POSIX I/O operations
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Results
We received Spectre, Meltdown patches from Cray for these systems
over the past several months
These were not installed in isolation but were part of larger patch sets
delivered by Cray
In the following we show performance after patches compared to before
patches
We do this across the multiple codes tested, for each system
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Results: Titan Cray XK7

Performance after patch. Higher is better.

• GTC: differences are within run-to-run
variability

• LSMS: minimal differences, slight
improvement

• LAMMPS: lower at high node counts,
but high run-to-run variability

• NWCHEM: higher at high node counts,
but very high run-to-run variability

• HPCG: no degradation, slight
improvement

• OSB: high variability, inconclusive

• I/O benchmarks: no significant
performance difference
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Results: Titan Cray XK7

Performance after patch. Lower is better.

• SPEC OMP2012: mixed; for most
cases minimal impact
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Results: Eos Cray XC30 (Xeon)
• GTC: up to 2% faster, higher than

run-to-run variability

• LSMS: at higher node counts no
significant difference

• HPCG: lower, but best trial for before
and after patch nearly the same

• HPL: at higher node counts no
significant difference

• S3D: up to 7% improvement at large
node counts

• OSB: high variability, inconclusive

 

Performance after patch. Higher is better.
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Results: Eos Cray XC30
• SPEC OMP2012: in most cases

small improvement in performance

 

Performance after patch. Lower is better.
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Results: Cumulus Cray XC40 (Xeon)

• (patches not available at press time)
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Results: Percival Cray XC40 (Phi)

• GTC: up to 5% faster, higher than
run-to-run variability

• MILC: modest degradation from 2%
to 16%

• LAMMPS: 1-2% performance
degradation

• HPCG: within 2% difference, faster
for higher node counts

• HPL: less than 2% difference

• S3D: small performance
improvement

• OSB: high variability, inconclusive

 

 

Performance after patch. Higher is better.
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Conclusions
• Results were mixed, but overall trend in performance seems to be that Spectre /

Meltdown patches impact when considered in aggregate is minimal – no large
systemic slowdown across codes

• Some apps on some systems are somewhat faster or slower after the patches,
this may be of interest to the specific app users

• Also some differences accompanied by performance variability that are difficult to
interpret, merit further investigation

• However, the overall impact to the OLCF scientific user community seems to be
minor, containable

• The effect in most cases seems similar to some other software upgrades we
have seen in the past – can potentially cause small unexpected increases or
decreases in system performance

• We will continue to monitor performance changes as future patches may be
released
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