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LUMI: one of the fastest 
supercomputers in the world
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• LUMI will be an HPE Cray EX supercomputer 
manufactured by Hewlett Packard Enterprise 

• Peak performance over 550 petaflop/s makes 
the system one of  the world’s fastest 

• Fastest today is Fugaku supercomputer in Japan with 
513 petaflop/s, second fastest Summit in USA with 
200 petaflop/s)
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LUMI, the Queen of the North
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Tier-0 GPU partition: over 
550 Pflop/s powered by
10,240 AMD Instinct MI250X 
GPUs

• Supplementary CPU 
partition

• 196,000 AMD EPYC CPU 
cores

Interactive partition with 32 
TB of memory and graphics 
GPUs for data analytics and 
visualization

7 PB Flash-based storage 
layer  with extreme I/O 
bandwidth of 2 TB/s and 
IOPS capability. Cray 
ClusterStor E1000.

80 PB parallel file system

30 PB encrypted object 
storage (Ceph) for storing, 
sharing and staging data

LUMI is a Tier-0 GPU-accelerated 
supercomputer that enables the 
convergence of high-performance 
computing, artificial intelligence, 
and high-performance data 
analytics.

Possibility for combining 
different resources within a 
single run. HPE Slingshot 
technology.



LUMI Datacenter in Kajaani

100% hydroelectric energy up to 200 MW

Very reliable power grid: Only one 2 min outage in 38 years

100% free cooling available, PUE 1.03

Waste heat reuse: effective energy price 35 €/MWh, 
negative CO2 footprint: 13500 tons reduced every year

Extreme connectivity: Kajaani DC is a direct part of the Nordic backbone. 
4x100 Gbit/s to GÉANT in place, can be easily scaled up to multi-terabit level

Elevated security standards guaranteed by ISO27001 compliancy



LUMI Consortium

• Unique consortium of 10 countries with strong 
national HPC centers

• The resources of LUMI will be allocated per the 
investments 

• The share of the EuroHPC JU (50%) will be
available for all European researchers

• The shares of the LUMI partner countries will 
be allocated by local considerations and 
policies – seen and handled as extensions to 
national resources
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