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HPC design principle — towards science

= Resources — bare metal

= Compute nodes, high-speed network, high-speed large storage optii for rite
= EXxclusive access to compute resources with accelerators
= Shared network and storage

= Services

= Resource manager — node allocations with queues — usually large jobs (nodes and time)
= Fully vertically integrated software stack from the kernel to the high-level library
= Pre-defined user environments with limited choices

= Access

= Design for interactive shell with SSH jumping through a chain of login nodes
= Posix IAM (limited authentication and authorisation)

High performance = fully integration of stack =» limited set of services
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Cloud design principle — towards enterprise

= Resources — virtualisation

= vResouces: vCPU, vGPU — uses virtual images/containers
= Bare metal nodes runs many different vResources

= Multi tenancy for compute, network and storage

= Price model cheap for vResource to very expensive for bare metal

= Services

= DIY infrastructure - define the configuration of your infrastructure
= Bring your own service
= Extensive offering of pre-configured services

= Access

= Ul in your browser, interactive shell in your browser or with SSH
= Web IAM: complex protocol for authentication and authorisation

Virtualization at scale =2 high flexibility =» limited performance
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HPC and Cloud concepts to enable Science

Aim at Science as a Service
SSH / POSIX IAMj t r

1. Performance
1. OS drivers
2. Low-level library
3. High-level library
4. User Env for HPC

Defined by Business service
Cloud native IAM

2. Layer flexibility
1. APls
2. Infra as Code
3. Multi-tenancy: QoS
and isolation

3. Software as a Service
1. User Env and Apps
2. Workflows and APls

HPC 3. Access controls Cloud
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Versatile software-defined cluster (vCluster)




vCluster layers and tenant concept

» User tailored environments
o User environments services * Programmable resource access
« Scientific application build services

Platform engineer

=—_
\ (
J

» Orchestration of platform services
Platform O Services management « Execution environments
« Soft tenant (resource labelling)

Platform tenant admin

=
~
y,

 Interface to the management plane

I ESIUEETE PLEYEEANE « Hard tenant (network segregation)

Infra tenant admin \. J/

=)0
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Version controlled
textual description

User environment services

' Service daemons
| Build and provide services | \ configuration
e.g. uenv tools,

| ; slurmd, gitlab
m . Orchestrate services runners

Platform
engineer

I

Service management

Application (MPI, Cuda)

I

Platform .
tenant m Define execution environment
dmi .
admin Augmented
containers OCI
o - hooks
m Infrastructure provisioning
Infra L | |
tenant - . QW- (?ve
admin m Provision and configure compute nodes libraries
Immutable | | HPC vertically
: | Cloud layers | .
infrastructure | | integrated stack
- and platforms
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User environment services

« Programming environment management and deployment
« Uenv: self-contained programming environments and applications
« Spack configurator
« Containerized applications

* Resource access
« Programmable resource access with FirecREST a Restful API
 Interactive resource access: Jupyter, web interface, shell
« Batch scheduler, orchestrator, or other scheduler types

« Sustainable scientific development
« External CI/CD
« Reframe: testing framework
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Service management

= Service orchestration = Execution environment
= Manage services via Nomad orchestration = Job running inside containers
= Soft tenant: label resources = OCI hooks augment containers with HPC
capability

Infrastructure provisioning

= APl interaction with management plane

= Manta to manage and provisioned resources
= Hard tenant: network segregation
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Tenants, Platforms and vClusters

- Infra tenant: institution having access to the management plane

- Platform tenant: institution, project, community that manages the services on a set of platforms
- Platform: a set of vClusters that answer a business/scientific need

- vCluster: a set of services

Materials Merlin 7 Weather &

Cloud Climate

Trad. HPC Platform (Piz Daint) ICON-22

()] (7] @

Alps Infrastructure
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The HPC provider site-wide network

Soft tenancy

The HPC provider: HPE Cray EX system - resource plane

- VCluster
resource labelling

Compute nodes

Services deamons

The HPC provider:
HPE Cray EX system
Management plane

CSM IAM

The HPC provider
node configuration

Base image

Action on resources
configure, reboot, build image

Access resources Trigger management
Kubernetes + VM infrastructure pipelines Manta
RuoniRE Slurm control
The HPC Provider IAM Operators
Update and
configure services
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Hard tenancy

<@ CSCS

The HPC provider site-wide network

The HPC provider: HPE Cray EX system - resource plane

Compute nodes

laaS cluster joined security zone

The Partner network
extended at the HPC Provider

A

laaS Cluster

The Partner node
configuration

The HPC provider
node configuration

Base image +
min. Partner integr.

/|

/|

The HPC provider:
HPE Cray EX system
Management plane

CSM IAM

Action on resources
configure, reboot, build imag

28

Dedicated
links

Access resources

The Partner site-wide
network

Kubernetes + VM infrastructure

©

The Partner |AM

= A8 |+(%a

Internet

The Partner

Slurm DB Slurm control users

@ Update and
JupyterHub configure services Trigger ma
Any other service
<
The Partner operators
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vCluster Mobility

= On Cloud providers for company business scalability

= Need to understand infrastructure provisioning
= Common abstraction layer

= On redundant infrastructure at the same site for ensuring service availability
during maintenance

= On redundant infrastructure at different sites for geo- redundancy serwce
= Synchronisation of control planes across sites

AlpsE at EPFL g
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Wrap-up

= vCluster is a set of technology

= User environments
= Service management
= Infrastructure provisioning

= Enable abstractions with performance

= Soft and Hard tenancy
= Augmented containers using OCI| Hooks

= Offers multi-tenancy on a single large HPC infrastructure
= HPC and Cloud convergence
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Thank you for your attention.



