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Edge-to-Exascale Autonomous Instrumentation Workflow – Vision
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* Source: Bhowmik et al, Building an edge computing infrastructure for rapid multi-dimensional 
electron microscopy, Microsc. Microanal. 27, 2021

Single Microscope Control with Simulations setup

Vision

Extended Vision

Multiple Microscopes and Compute Resources



Current Challenges in 
Federated Research 
Environments
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Lack of interoperability between systems

Data silos

Time consuming data transfers 

Expensive workflow iterations

Difficulty in tracking metadata and reproducibility



FAIR Data Principles
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FINDABLE ACCESSIBLE INTEROPERABLE. REUSABLE



End-to-End Tracking with CMF from Edge-to-HPC

Common Metadata Framework 
Open-source Metadata and Lineage Tracking Tool
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Data Ingestion Data Preprocessing Model Training Model Testing

Raw Dataset

Train Split

Validation Split

Test Split

Train Report Test Report

ML Model

Metrics and curves

Compliance – 
Artifact, Model 
Versioning.

Auditing AI 
pipelines – 
Reproducibility, 
Repeatability, 
Replicability 

Lineage tracking for 
distributed AI 
pipeline

Datacentric AI 
development

https://hewlettpackard.github.io/cmf/



Case Study : From Experiment to Simulation in Microscopy

Scientific Workflow with CMF
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Deep Kernel Learning for Microscopy
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similar tasks

Reptile DKL (Meta-Learning + DKL) [1]
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* [1] DOI : 10.1145/3624062.3626085
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Federated CMF for Microscopy Workflow: 
From Experiment to Simulations
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Better Labelling & Generalization

End-to-end Metadata and Provenance Tracking with CMF

Loss Convergence: 

Reptile DKL (Blue) 
vs

 DKL (Yellow)

Active Learning Reconstruction

Reptile DKL DKL



CMF Lineage on Experimental Data
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Data Processing and Meta-model Training
CMF Logged Lineage for Experimental Data
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CMF Logged Lineage for Experimental Data – Meta model Training (3 Iterations)
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CMF Logged Lineage for Experimental Data – Active Learning
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CMF Lineage on Experimental Data
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Ongoing Work: Identifying Stable Structures with MD Simulations
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Conclusions

Seamless Data 
Sharing

Accelerated AI 
Training

Enhanced 
Model 

Adaptability 
Reusability Workflow 

Optimization

Reptile Accuracy: 
96.87

Regular Accuracy: 
71.87

> cmf metadata pull
> cmf artifact pull

Edge 

Cloud

HPC



Benefits of CMF for 
Scientific Workflows
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Increased research efficiency: Spend less time on data management and more time on sci
entific discovery.

Improved collaboration: Seamlessly share data and models with colleagues across differen
t institutions and computing environments.

Enhanced reproducibility: Ensure the reliability and validity of research findings.

Simplified compliance: Adhere to FAIR principles and other data management standards
more easily.

Cost optimization: Make efficient use of resources across Edge to HPC platforms.



Questions ?
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CALL FOR ACTION 

19

CMF
GIT HUB
https://github.com/HewlettPackard/cmf/

Slack
commonmetadata.slack.com
https://join.slack.com/t/commonmetadata/shared_invite/zt-2cwfar9cl-55cY6Ugh_p5GJRuRRkcQBA

https://github.com/HewlettPackard/cmf/
https://join.slack.com/t/commonmetadata/shared_invite/zt-2cwfar9cl-55cY6Ugh_p5GJRuRRkcQBA

