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Why a new model? Unified Model scaling
UM 11.6: current Met 
Office weather and 
climate modelling code

N2048 (3072 × 4096) 
~ 6.5 km 
Cray XC40 intel Broadwell 
processors
36 cores per node
2048 nodes is 73,728 cores

Advection around poles 
inhibits scaling
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At 25km resolution, 
grid spacing near 
poles = 75m

At 10km reduces to 
12m!

The Finger of Blame …

Semi-Lagrangian Advection 
 Large halos

 Lots of communication near poles
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Met Office is developing new modelling system for Exascale computing
- Replacing (successful) Unified Model (Weather and Climate)
- With LFRic (Lewis Fry Richardson) model with Gung Ho dynamical core

Next Generation Modelling Systems: LFRic

Lon-lat grid (Poles) structured
Finite-difference

Semi-implicit

Cubed-sphere mesh – unstructured
Mixed finite element method

Semi-implicit

Maintain accuracy

Improve scalability
Exploit other programming 

models
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GungHo dynamical core
Cubed Sphere  no singular poles lon-lat
Unstructured mesh in the horizontal
Structured mesh in vertical with direct memory access
Mixed finite element scheme – C-Grid
Exterior calculus mimetic properties; semi-implicit in time 

DOFs:
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Domain Specific Language: PSyclone
Why?

Too many programming models
Rapid evolution of diverse hardware
Parallel/optimisation code pollution in 
science code

How?
Restore separation of concerns 
between algorithms, kernels and 
parallel code
Automatically generated code for 
OpenMP, halo exchange (MPI, using 
YAXT), redundant computation
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HPE Cray EX Machines: Overview
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GungHo performance analysis: setup

• 3 different mesh sizes of the cubed 
sphere mesh: C256, C512 and C1024

• 120 vertical levels
• 96 timesteps
• I/O turned off
• 12 to 192 nodes, 1 to 16 threads

• C.f. operational config: C896 / 70 levels, 
running on 147 nodes
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Weak scaling

• Local volume:
• 256 grid points 

(top)
• 128 grid points 

(bottom)

• 1, 2, 4 
threads/rank ideal

• Slightly better 
performance on 
Setonix
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Strong Scaling

• 4 OpenMP threads 
(32 ranks per node)

• Comparison of 
Machines and 
Compiler Suite

• Higher deviation from 
ideal scaling for 
higher mesh sizes
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CrayPat Profiling: comms vs compute
• C512, 48 nodes
• 2,4 threads: 

improvement:
• Fewer redundant halo 

computations
• Fewer ranks involved 

in global sums
• 4+ threads slowdown

• USER time roughly 
const.

• Thread 
synchronisation issues
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CrayPat Profiling: fixed local volume

• Constant local 
volume, 4 threads

• USER time roughly 
constant

• Loss of weak scaling 
due to increased 
collective comms
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Compiler suite comparison

• Ratio of Cray vs GNU
• Lower  Cray performs 

better
• Small differences for 

1,2,4 threads
• Higher thread counts:

• GNU tends to be faster 
on ARCHER2

• Cray tends to be faster 
on Setonix
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Machine comparison
• ARCHER2 vs Setonix

for same compiler 
suite

• Lower  ARCHER2 
performs better

• Setonix generally 
performs better

• 8 thread differences 
possibly due to L3 
cache differences

• Shared between 8 
cores on Setonix, but 
4 on ARCHER2
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Summary: GungHo performance

• Good scaling up to 768 nodes on C1024/120 levels
• Operational config: 147 nodes, C896/70 levels

• 2 or 4 threads per MPI/rank gives modest performance 
gains over MPI only

• Cray/GNU compiler performance broadly similar
• Slightly better performance on Setonix than ARCHER2
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XIOS and I/O performance
• LFRic uses XIOS (XML 

I/O Server), 
released/maintained by 
Institut Pierre-Simon 
Laplace

• Asynchronous client-
server data transfer 
(XIOS2)

• Buffers data and 
manages parallel 
reads/writes to netCDF
files: try to hide I/O 
from simulation
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XIOS Scenarios

• Results run on Met Office Cray 
XC40 using XIOS2

• Lustre-based disk storage 
(similar to ARCHER2/Setonix)

• 3 test cases:
• C768: Varying Processor 

Numbers and Buffer Sizes
• C192: Diagnostic Load Tests
• C896: Operational config

Measures:
• Wall clock time
• XIOS Client buffer wait %
• XIOS server write rate 

(MiB/second)
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C768: Server PEs and buffer size

• Much more impact from changing buffer size
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C192: Diagnostic Load Tests

• 48 model hours: write 5329 
fields (approx. 400 GiB), with 
864 LFRic PEs

• Baseline: 72 XIOS PEs:
• 43.9 mins write time
• 15 mins buffer wait time(!)

• Use XIOS “level 2” servers
• 8 level 1 / 8 level 2 (4 pools of 

2 servers each)
• 21 mins compute
• 0.7 mins buffer wait time

• Pool size affects performance
• 2 servers/pool optimal
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C896 performance sensitivity
• 25% improvement in wall clock time
• 253% increase in server write rate
• 5× reduction in client wait %

• Writing 1.1TiB of diagnostic data
• Nodes either for simulation or I/O
• Lustre striping leads to significant 

performance boost
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XIOS performance: conclusions

• I/O significant factor in model performance: more proportional 
impact for high diagnostic loads/high horizontal model resolutions

• Two level server config shows promise
• Significant performance improvements through minor configuration 

changes

Future work:
• XIOS performance sensitivity testing on Archer2 EX architecture 

shown promising tuning opportunities
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Summary
GungHo performance:
• Good scaling up to 768 nodes on C1024/120 levels

• Operational config: 147 nodes, C896/70 levels
• 2 or 4 threads per MPI/rank gives modest performance gains over MPI only
• Cray/GNU compiler performance broadly similar
• Slightly better performance on Setonix than ARCHER2
XIOS performance:
• Significant performance improvements through minor configuration 

changes to model interactions with storage systems.
• Two level server config shows promise
• Significant performance gains and tuning opportunities from testing on 

ARCHER2
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XIOS: Wall clock time
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XIOS: Buffer Wait %
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XIOS: Server Write Rate
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