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Outline

* Background and timeline
* Design specifications for an Al Research Resource (Al RR)
* Implementation details

e Future outlook
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Design Specifications for Al Research Resource (RR)

PIONEERS ESTABLISHED USERS EMERGING USERS Al USERS
Cutting-edge Large-scale modelling, Small-scale modelling All scale Al training and AC cessi b le toa U. users
computational research simulations and data science and simulations 7 Al-based research
World-leading science, Usei il Use in traditionally oo Ritraki
s st | Ul oo ot it Sustainable Al y
and innovation disciplines ustainapile supercomputing
Sectors include Sectors include Sector: include
AEROSPACE : .~ AGRICULTURE . TRANSPORT
, Accessibleto all sectors
ENGINEERING ' MANUFACTURING .| HEALTH
TIERS TIER ALL TIERS
1 and : 2 3 Private facilities
Private facilities Commercial cloud Commercial cloud .
: _ , Performance for all tiers
Specific neads Spaecific needs Specific neads
At least 3,000
More More capability: Awareness and Technical top-speciﬁcation
accelerators 4,150 petaﬂt;ps better access support accelerators
Security @ Data T;]\; Software [ji‘q Partnerships {g/ Sustainable Al RR progra m

References: IndependentReview of The Future of Compute: Final report and recommendations, March

, 2023: National Al Strategy - Al Action Plan, July 2022: £300 million to launch first phase of new Al Research Resource
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https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-experts
https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-experts
https://www.gov.uk/government/publications/national-ai-strategy-ai-action-plan/national-ai-strategy-ai-action-plan
https://www.ukri.org/news/300-million-to-launch-first-phase-of-new-ai-research-resource/

(ARM basedIsambard 1, 2)

Isambard 3in 2023/4 (no data

centre and Isambard Pl Simon MS Isambard-Al procurement Isambard hiring started
with a non-dedicated GW4 team)

Service configuration and
hardening for Al users

Aug. 2023 Nov. 2023 Mar. 2024

2016-July 2023 Sep.-Oct. 2023 Dec. 2023 Apr. 2024

UK govt feedback on . Modular data centre (POD)
Bristol’s Isambard-Al Al Safety Summit and Isambard-Al phase 1
proposal installed + a newteamin
~3 months

I SAFETY SUMMIT

STED BY THE UK | 1-2 NOVEMBER 2023
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What is Isambard-Al for?

* Training large language models

* Large-scale inference

* Foundational Al research

* Al safety and understanding

* Hybrid Al + simulation workflows
* Machine learning

e Research on Isambard-Al must
have a strong Al component

* Accommodate GPU jobs at any scale

2
UK Goverremeedt

* UKRI-funded Al research in the UK, e.g.: Introducing the
Al Safety Institute

UK Research
and Innovation

208
Department for
Science, Innovation,

& Technology

* |nteractivity via JupyterHub—single to 100s of GPUs
* Long running jobs for large-scale training—10s to 1000s of GPUs
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lIsambard 3 - Leading ARM based HPC since 2016

* Built on the success of Isambard 1
and 2 ARM based HPC
supercomputing concept

* Nvidia Grace ARM processors
55,000 cores

* High speed network connectivity
* Cray/HPE SlingShot 11 (made in Bristol)

* Air cooled racks i.e. not HPE Cray EX Nvidia ARM Grace Superchip

* Nvidia and HPE/Cray programming
environments for easy transition from
Isambard 2
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Design points and constraints for Isambard-Al

* Self Contained Units (SCUs) for rapid deployment and sustainability
* Aland performance optimised compute and network

* Physical space limits

* Direct liquid cooling

* Storage and data platformsfor Al

* High performance, cloud-native software ecosystem for Al platforms
* Lowering accessibility barriers and federation

* Cybersecurity and RBAC (roles based access controls)

Please see paper for details
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Self Contained Units—Modular Data Centre (MDC)

* HPE Performance Optimised Data Centre (POD) solution
* Rapid deployment
 Customised forrequirementse.g. DLC, securlty, power, Coollng, etc.

* Contains everything \\\\\\\\\\\\»

* IT modules b . 3 \\
* Power modules | -
* Coolingmodules

* Sustainability
* Operationalusage e.g. low PUE
* NetZero emissionsreporting
* Fine grain and holistic telemetry
* Recycle and reuse
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lIsambard Site on March 15, 2024

il

Utilities and network connection

Chiller and pump skid
from NCC to MDC
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The Isambard Site
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Phase 1 arrived in March 2024
Phase 2 arrives late summer (July)

>£200M including Modular Data Centre,
all cooling etc.

>£300M total investmentover 5 years
SMW

Extremely energy efficient, PUE <1.1

* Almost entirely direct liquid cooling,
plans to reuse the waste heat



Sustainability as a Key
Design Principle

* Optimisation targets
* PUE =Power Usage Effectiveness
* Target <1.1
* CUE = Carbon Usage Effectiveness
* Non-fossil fuel sources

* Planforheat reuse for nearby buildings
and local district heat circuit in future

* Aligning with university of Bristol Net Zero and
sustainability targets for 2030

* Categorising emissions

 Scope 1 (~0%), 2(90%) and 3 (10%)—based on
an average UK data 0f 0.2123 kg CO2/kWh (IEA
2022 data)

* Recycling 90% of components at the end
of life in the UK




HPE EX Series DLC and GH 200

 HPE EX solution

* Directliquid cooling for high
performance computing and
networking

Cooling manifolds

* 4-way Grace-Hoppersuperchip
Compute

* NVLink-C2C also only uses biades 2 R} s
1.3 picojoules/bit transferred— :

Cooling

5x more energy efficient than manifois
PCle Gen 5

Local CPU € GPU

distribution
unit

GPU = Peer CPU

Figure 5. Memory Accesses across NVLink-connected Grace Hopper
Superchips

Source: NVIDIA Grace Hopper Superchip Architecture Whitepaper
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FIGURE 1. HPE Cray EX cabinet exploded view
Source: HPE CRAY EX Liquid-Cooled Cabinet for Large Scale Systems brochure



Grace-Hopper Superchip &
HPE EX Compute Blade

NVIDIA Grace Hopper Superchip

______________________________________________________________________________

1
Hardware Consistency '

Hopper Hopper

Grace

CPU LPDDRSX GPU HBM3
<96 GB HBM3 I I

& Q
a T OS . E = -
- Se En- LLLLILL T
n O 16x PCle-5 GRACE <8 18x NVLINK 4 b O g g - I
— = 512 GB/s CPU 158 tisibcc] <A = Hopper = = Hopper =
O . z = - = = -
T I = i

=

T T

PCle Gen5 GPU NVLINK  —
Source: NVIDIA Grace Hopper Superchip Architecture Whitepaper x16,x16,x2 COHERENT CPU
per Grace LINK J—

Source: HPE EX4000 Grace-Hopper blade

896 GB Memory Total Isambard-Al node =4 x GH200
NVLink-C2C=900 GB/s  Injection bandwidth =4 x 200 Gbps

4 x Grace ARM CPUs 4 x Hopper GPUs
288 cores ~260 64-bit Tflops, ~16k 8-bit Tflops
512 GB Memory 384 GB High Bandwidth Memory

E% University of
9 BRISTOL



Memory Architecture of GH 200

A boon for developers and users

m LPODRSX m
HOPPER
GPU
cPuU e ‘ GPU cru [ > | GPU
':EY:LCRAYL P E ! PHYSICAL PHYSICAL CPU-resident " Remote ™ GPU-resident PHYSICAL
it mietd cpU-resident Unmapped GPU-resident MEMORY MEMORY access o acCCesses S access MEMORY
: - access el ST J ~ 5l 3 m
- . \
fails! . \ ’
/ - N \
E ‘ l
— System Page Table ___ - GPU Page Table - System Page Table
Translates CPU malloc() to CPU or GPU

Translates malloc() Translates GPU malloc()

Figure 7. NVIDIA Hopper System with Disjoint Page Tables Figure 8. ATS in an NVIDIA Grace Hopper Superchip System

Source: NVIDIA Grace Hopper Superchip Architecture Whitepaper

Address Translation Service (ATS) enables the CPU

and GPU to share a single per-process page table,
enabling all CPU and GPU threads to access all

system-allocated memory

In PCle-connected x86+Hopper systems, the CPU
and the GPU have independentper process page
tables, and system allocated memoryis not directly
accessible fromthe GPU
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HPE SlingShot High Speed Interconnect for Al & HPC

-

N

Source: https://www.nextplatform.com/2019/08/16/how-cray-makes-ethernet-suited-for-hpc-and-ai-with-slingshot/

Liquid cooled interconnect (sustainability & scalability)

Ethenet | (* Slingshot D HPC Networks
Standards based » Standards based » Proprietary (single
/ interoperable / interoperable vendor)
Commodity ) ¢ Commodity » Non-commodity
technology technology technology
Converged ) ¢ Converged » HPC interconnect
network network only
Limited HPC e Full set of HPC  ¢wm—— o Full set of HPC
features features features
High latency » Low latency $mm— o« Low latency
Efficient for large o Efficient for small ¢ o Efficient for small to
payloads only to large payloads large payloads
Limited scalability

for HPC /

Example with 16-switch group

2 switches per chassis for single injection to 32 compute

nodes (8 compute blades)

6 switches per cabinet for single injection to 256 compute

nodes (64 compute blades)

% University of
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Very scalable for e Very scalable for |
\ HPC & Big Data ) \ HPCa& Big Data _/

Optical connections

(inter-switch group)

Electrical connections
(inter-switch group)

. . "
Up to 100s
of cabinets

Cableless connections
(direct switch to
compute blade)

Example: 16
endpoints per cabinet

Example: 256
endpoints per cabinet

FIGURE 7. Example of Dragonfly topology in HPE Slingshot switches

Source: HPE CRAY EX Liquid-Cooled Cabinet for Large Scale Systems brochure



High performance, cloud-native software
ecosystem for Al platforms

Tenant 1 Tenant 2 Tenant 3
Users Users Users
On-Demand Interactive Services Cooperative 8 % 8 %
‘ Interactive Access ‘ LDAP integration for Multitenancy / workload
Containers User/Group Mapping scheduling Gonnectons from users

Infrastructure Services 102 Virtual IP for each tenant needing
Flexible Ma pp'lng of Boot Admins ) AArch64 login node on CAN/GHN
On-system Compute Keepalived Virtual IP managed using Keepalived
8 for failover
- - - - o i

Admin SSH access to the default SSH port
Hardware Platform Management

UAN is unaffacted User Access Nodes (x86_64) SSH connections are balanced to the
- repurposed compute nodes (rCNs)

Connections from UANSs to rCNs
is SSH over Slingshot

Automatic

Blade and
: Power SPIFFE for
- : Logical Nod
.REIh [ ?rl::ninq ¢ W Control Attestation l l

e Repurposed | Repurposed
e Mt s T K8sWorker e e
Ee———= Nodes e == Nodes Tenant 3

CSM provisioning system Multi-tenant setup

E% University of
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Lowering Access Barriers

Sign in to your account

sername or emai

* Single sign-on access with federated
academic and research credentials
* MyAccessID common identity layer

e Supported by JISC UK Access
Management Federation (UKAMF) R e

e Security via multi-factor authentication
for differentservice layers (web & ssh)

e Self-service, cloud-native user and
project management portal

* Single pane of glass for accessing all &8
services on Isambard Al including 2
accounting and reporting

SSSSSS

bris.ac.uk

€  Login with eIDAS

© Login with edulD Sweden

University of

rivacy

Source: Federated access to Isambard-Al - Requirements for
attribute release by IDPs-- a joint presentation at March’24

niversity of
% Univers ty o HPC SIG by university of Bristol and JISC colleagues

%
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Improving User and Usage Productivity

* Interactive compute with JupyterHub on /\'h = ::E::
Isambard Al - Jupyternu o
v
» Supporting NGC (Nvidia GPU Cloud) containers ° % ms!l'dlrrr!-l

: kub t
* Supportingcommon usage patterns for Al ubernetes

AlH t
1. Experimentation: shorter period with large capacity, ypercomputer

interactivity and steering needs Flexible Consumption
2. Training: longer periods, days to months on large
N )

capacities
3. Fine tuning: shorter period with low capacity

* Leveraging Google’s Al computing approaches

* Flex Start with guaranteed completion aka HPC/slurm
batch—with periodic checkpoint/restart (2)

* Calendar with start/stop time aka HPC/slurm
reservation—needs automation (1, 3)

e Simpler to implement for 1 to 1000s of GPUs due to tightly = Source: Google Al Hypercomputer
integrated Isambard Al computer, high performance
wé : : network & storage resources (unlike public cloud)
= University of

b
WY BRISTOL

Open Software

JAX, TensorFlow, PyTorch




Cybersecurity and RBAC (roles based access

controls)

* UK legislative requirementsfor a
comprehensive view of Al RR @ Qo
availableto academic and User Access via CLI/ External Service
research communities for open AP'I"G“' “”“"“”TD’C"’CD"”“’
researchin Al safety

API Gateway

e Access models and threat
models being defined

» CSM RBAC for APl and CLI AuhZ Open Polcy Agen) |

* TAPMS for multi-tenancy
. SlingShot isolation and VNI A istio
tagging =
* VAST Software Defined Storage CSM Identity and Access Management (IAM)
alongside ClusterStor
E% University of
WL BRISTOL

External
Identity
Provider

Shasta Internal Services (mTLS)



Total nodes & superchips

Compute per node

Memory per node

Isambard-Al Phase 1 Isambard-Al phase 2 Isambard 3

42 nodes /168 Nvidia
GH200 superchips

288 Grace cores, 4 H100
GPUs

512 GB LPDDR + 384 GB
HBM3

YAV d (@1 YA (e s W e Y e 1o [SB 4 x 200 Gb/s Slingshot

Storage

Programming environment

Types of compute racks
Number of compute
cabinets

MDC POD

~1 PB all-flash
ClusterStor E1000 Lustre

Cray PE / NVIDIA HPC
SDK /Arm compilers

Cray EX2500

1

DC20 (modified for
EX2500)

1,320 nodes /5,280 Nvidia
GH200 superchips

288 Grace cores, 4 H100
GPUs

512 GB LPDDRS5 + 384 GB
HBM3

4 x 200 Gb/s Slingshot

~20.3 PB all-flash
ClusterStor E1000 Lustre,
~3.56 PB VAS

Cray PE / NVIDIA HPC SDK
/ Arm compilers

Cray EX4000

12

DC10 with air cooled parts

384 nodes/ 384 Nvidia
Grace superchips

144 Arm Neoverse v2 cores

256 GB LPDDR5

1 x 200 Gb/s Slingshot

~2.3 PB ClusterStor E1000
Lustre

Cray PE / NVIDIA HPC SDK
/ Arm compilers

Cray XD2000

DC20 air cooled

E% University of
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scaling out in two phases

Phase 1 (~0.7 8-bit Al Exaflops)
Arrived in March 2024 -in Isambard 3 MDC

1 x DLC EX2500 cabinet

42 blades (4-way Grace-Hopper)

168 GH superchips

12,096 Neoverse V2 Armv9 CPU cores
168 Hopper GPUs

21.5TB CPU memory

16.1 TB high bandwidth GPU memory
37.6 TB total memory

Al high performance storage
~1 PB all-flash ClusterStor Lustre

wé University of
BRISTOL

Phase 2 (~21 8-bit Al Exaflops)
Arriving Summer 2024 - new Isambard-Al MDC

12 x DLC EX4000 cabinets

660 blades (4-way Grace-Hopper)
5,280 GH superchips e T I R
380,160 Neoverse V2 Armv9 CPU cores T‘ : : SRS . : e
5,280 Hopper GPUs rae w wwnlawe 3 ownlawa s vl wes 0w
675TB CPU memory

506 TB high bandwidth GPU memory
1.18 PB total memory

Al high performance storage
~27 PB all-flash storage!
(~20 PB Lustre, ~7 PB software defined VAST)
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Thank you

Stay tuned!
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