
UNIFICATION OF ALERTING ENGINES FOR 
MONITORING IN SYSTEM MANAGEMENT

ü Raghul Vasudevan ( HPE)

CUG – 2024 
Technical Session – 6A (May 9)



AGENDA

CUSTOM ALERT RULE (YML) – OPENSEARCH, GRAFANA

ALERTS COVERAGE

CLI – ALERTING SERVICE MANAGEABILITY

DEPLOYMENT  EXPERIENCE  - AURORA

DESIGN – EXISTING AND NEW

BACKGROUND & OVERVIEW

ALERTS VISUALIZATION – CLI, GRAFANA

ALERTS OPERATIONS CLI – QUERY & SILENCE

ROUTING – EMAIL, SLACK, OPENSEARCH

FUTURE WORK

CUSTOM ALERT RULE OPERATIONS – OPENSEARCH, GRAFANA

CUG’24 - © COPYRIGHT 2024 HEWLETT PACKARD ENTERPRISE 2



• The system management monitoring stack, collects different types of telemetry from various system 
components and stores events and logs in OpenSearch database and metrics in Timescale database.

• With lot more data being collected , what are we going to do ?

• We believe, Alerting plays a vital role for any of the HPC system management and monitoring team.
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PROBLEM STATEMENT



• Alerting service has been implemented by defining the rules to generate alerts for the various 
components in the HPC systems

• The existing alerting service does not satisfy customer needs, so a new improved unified alerting was 
proposed and implemented. ( in HPCM)

• Alerting service comprises of rule engines where the alert rules are defined to query data from required 
data source and alerts are generated once the given condition met. Generated alerts are forwarded to 
the endpoint for the user reporting and visualisation.
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INTRODUCTION  



MONITORING 
ARCHITECTURE
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EXISTING (LEGACY) ALERTING SETUP
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UNIFIED ALERTING SETUP FRAMEWORK 



• Rule engine - ElastAlert
• Endpoint - Alerta
• Reporting & Visualization - CLI & Grafana
• Notification - Email
• Database support - OpenSearch

Existing  (Legacy) Alerting setup
• Rule engines – 

üOpenSearch Alerting
üGrafana Alerting
üPrometheus

• Endpoint - Alertmanager
• Reporting & Visualization - CLI & Grafana & Alertmanager
• Notification – Email, Slack, OpenSearch
• Database support – OpenSearch, Timescale

New Alerting setup
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BACKGROUND ( HPCM MONITORING)

OpenSearch DB - events & logs
Timescale DB - telemetry metrics

Cons:
• Elastalert supports OpenSearch but not Timescale
• Single rule engine
• Lacks query performance with high rate of telemetry
• Critical alerts are being missed
• Not user friendly – Learning Elastalert rule definition to 

create custom alert rules is very difficult
• Alerts lifecycle management is tough with Alerta

Pros:
• Support for all kinds of Databases.
• Multiple rule engines.
• Improved and faster query performance with high rate of 

telemetry
• No misses of alerts
• User friendly – Simple yaml based framework to define 

custom alert rules and CLI to manage.
• Alerts lifecycle management is easy with Alertmanager.
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ALERTS COVERAGE
Alert Group 
Name

Component/Coverage Events / Metrics / Scenarios

iml Integrated management log (OS) • IML critical and warning events 

cooldev Cooling devices (OS, TS) • CDU critical and warning log events
• Telemetry metrics:

• Operating pressure range (supply/return)
• Primary Facility Flow
• Temperature and etc.

redfish Cray hardware  (OS) Redfish hardware critical and warning events:
• Switch link events
• Switch hardware telemetry
• CMMs
• nCs
• CrayAlerts, OpenBMC, …

gpu AMD GPU (TS) Telemetry metrics:
• Power
• Temperature

Note: By default, All the Critical and Warning events are generated as alerts.

Note: OS – OpenSearch, TS - Timescale
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ALERTS COVERAGE (CONT..)

Alert Group 
Name

Component/Coverage Events / Metrics / Scenarios

syslog Syslog log files (OS) Syslog priorities: 
• 0,1 (critical),
• 2,3  (warning)
Syslog identifiers: 
• kernel
• systemd
• bladmond
• cinstallman

native Native monitoring (OS) Warning events:
• login_alert
• root_fs_used
• reboot_alert
• mce_alert
• memlog_alert

Note: By default, All the Critical and Warning events are generated as alerts.

Note: OS – OpenSearch, TS - Timescale
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ALERTS COVERAGE (CONT..)

Alert Group 
Name

Component/Coverage Events / Metrics / Scenarios

node_status Compute nodes (OS) • Node down events

rasdameon Rasdaemon logs (OS) • Rasdaemon warning events

wlm WorkLoad Managers (SLURM, 
PBS) (OS)

• SLURM/PBS node down events
• PBS jobsteps events

sim Service Infrastructure Monitor 
( Sys Management monitoring 
stack/services) (Prometheus)

• Monitoring components Critical and warning events:
• KafkaConnectJVMMemoryUsage
• ElasticsearchClusterStatus
• InstanceDown
• HostOutOfDiskSpace
• ZookeeperNodeCount
• KafkaTopicsReplicas
• KafkaBrokerCount
• FlexFabricifOperStatusDown

Note: By default, All the Critical and Warning events are generated as alerts.

Note: OS – OpenSearch, TS - Timescale



12

• EC_CRIT

• EC_UNCOR_S
• EC_UNCOR_NS
• EC_COR

• EC_DEGRD_NS
• EC_BADCON_S

Rosetta ASIC Error events (OS)

• hsnlinkflapdetected
• hsntransceiverremoved
• hsntransceiverinstalled
• hsntransceivermgmterror
• hsntransceiverepo
• hsnlinkupdetected
• hsnlinkdowndetected
• hsnlinkerrordetected
• hsnmultibiterrordetected

• hsnsbmfwloadfailuredetected

Port error events (OS)
• Traffic

• DisconnectedGroups
• DisconnectedMulticastGroups
• FabricLinks
• IntraGroupConnectivity
• RedundantLink
• RoutingInitialization
• RoutingInitialization

• Configuration
• FabricPolicy
• ShastaAuthToken
• Storage
• SwitchFirmware
• SwitchPolicy
• SwitchState

• Runtime
• AGENT_SERVICE
• RoutingState
• TELEMETRY-DESIRED
• VlanState

• Security
• SwitchRedfishAuthentication

ALERTS COVERAGE - SLINGSHOT SWITCH 

Switch redfish cray events (OS)

• pcs_corrected_cw

• pcs_uncorrected_cw

• pcs_llr_replay

• ibuf_full

• ageq_stall_obuf

• ageq_stall_ibuf_vc_0[0-3]

Congestion events (TS)
• rx Pause Percent 
• tx Pause Percent 

• EC_BADCON_NS
• EC_TRNSNT_S
• EC_TRNSNT_NS
• EC_TRS_S
• EC_TRS_NS
• EC_INFO
• EC_SFTWR

Cassini events (OS)
• EC_UNCOR_NS
• EC_UNCOR_S
• EC_CRI
• EC_BADCON_NS

• EC_BADCON_S

• EC_COR

• SBL_ASYNC_ALERT_SERDES_FW_
CORRUPTION

• SBL_ASYNC_ALERT_LINK_DOWN
• CXI_EVENT_LINK_DOWN

• CXI_EVENT_LINK_UP

Notes: Description about the events can be found in Slingshot documentation.
By default, All the Critical and Warning events are generated as alerts.

Health events (OS)

Slingshot Switch Down events (OS)

Note: OS – OpenSearch, TS - Timescale
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# cm monitoring alerting enable
# cm monitoring alerting disable
# cm monitoring alerting status
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CLI – MANAGING ALERTING

For more info:
# cm monitoring alerting –h

Notes: 
• This will enable/disable the alert rules 

available by default in the alerting service.
• The corresponding operations command 

can be used to enable/disable custom rule 
created by user for their own 
requirements.



To enable opensearch alert-rule
# cm monitoring alerting opensearch --enable-rule <rule-yml-file-path>
To disable opensearch alert-rule
# cm monitoring alerting opensearch --disable-rule <rule-name>

OPENSEARCH ALERT RULE 

To enable grafana alert-rule
# cm monitoring alerting grafana --enable-rule <rule-yml-file-path>
To disable grafana alert-rule
# cm monitoring alerting grafana --disable-rule <rule-name>

GRAFANA ALERT RULE
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CUSTOM ALERT RULE OPERATIONS

For more info:
# cm monitoring alerting –h
# cm monitoring alerting opensearch –h
# cm monitoring alerting grafana -h

yml/yaml file must be created for the required scenarios to define an alert rule



• To display alerts summary: 
 # cm health alertman -s
• To display the list of supported alert groups:
 # cm health alertman -g
• To display alerts summary of the specific alert group:
 # cm health alertman <alert-group>
 # cm health alertman cooldev
• To display the detailed alerts information of the specific alert group and from specific node/device:
 # cm health alertman <alert-group> -d <node-name>
 # cm health alertman cooldev –d x4001cdu
• To display the list of supported alertmanager command operations:
 # cm health alertman -c

• For more info use:
# cm health alertman -h
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ALERTS VISUALIZATION – CLI



# cm health alertman query

Filter options:
# cm health alertman query –f KEY=VALUE

Supported filter keys: ['alertname', 'group', 'severity', 'resource’]
Filter value for the key should be within single quotes.
Regex string value should always start with ~. Eg: alertname='~Instance.*’

Eg: 
• severity='warning' or severity='critical'
• alertname='Syslog Priority 3 Event'
• alertname=‘~Sling.*' or alertname='~.*Down'                          
• group='cooldev' or group='switch'                               
• resource='opensearch' or resource='grafana’

To dump the active alerts into a csv file:
# cm health alertman query –f group=cooldev --csv

For more info use:
# cm health alertman query -h
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ALERTMANAGER – QUERY OPERATIONS



Silence operations helps to silence the alerts based on group for the given duration. During that, alerts from the 
corresponding group will not be raised.

# cm health alertman silence

• To add Silence for the alert-group
 # cm health alertman silence add –g iml -d 5m -c "test"
• To query active silences
 # cm health alertman silence query
 # cm health alertman silence query -g iml
 # cm health alertman silence query -w 10m
• To query expired silences
 # cm health alertman silence query -e
• To expire the active silence
 # cm health alertman silence expire -i id1

For more info:
# cm health alertman silence -h
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ALERTMANAGER – SILENCE OPERATIONS
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ALERTMAN CLI SNAPSHOTS – SUMMARY OF ALERTS

# cm health alertman -s
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ALERTMAN CLI SNAPSHOTS – SUMMARY OF ALERTS PER GROUP

# cm health alertman <group_name>

To get group_name:
 Use # cm health alertman -g
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ALERTMAN CLI SNAPSHOTS – ALERTS FROM A DEVICE OF A GROUP

# cm health alertman <group_name> -d <node_name>
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ALERTMAN CLI SNAPSHOTS – QUERY OPERATIONS
# cm health alertman query –f 
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ALERTMAN CLI SNAPSHOTS – QUERY OPERATIONS
#cm health alertman query –f 
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ALERTS VISUALIZATION – GRAFANA 
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GRAFANA – SLINGSHOT ALERTS VISUALIZATION



• Pre-requisites:
• SMTP address
• SMTP Port
• Valid Email address (recipients)

Note: We have grouped the alerts via ‘group’ name i.e alerts from same group firing at a time will be alerted in the same email.

To enable email routing for an alert group:
# cm monitoring alerting route email --from sender_addr --to 
recipient_addr [recipient_addr ...] \ --smtp host:port --alert-
group group_name

To disable email routing for an alert group:
# cm monitoring alerting unroute email --alert-group group_name

To list all the alert-groups:
# cm health alertman -g

For more info:
# cm monitoring alerting unroute email –h
# cm monitoring alerting route email –h

Note: We can create an email address for the slack channel and enable notifications to be received in slack via same commands
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ROUTING - EMAIL , SLACK
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ROUTING - EMAIL
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ROUTING - SLACK



We can configure unified alerting to write alerts to the 
Kafka topic called alerts and to store the alerts in 
OpenSearch index called alerts-*

ü Use the following command to start sending alerts 
to OpenSearch:

  cm monitoring alerting route 
opensearch --alert-rule <rule-name>

ü To stop sending alerts to the Slack channel, 
enter the following command:

    cm monitoring alerting unroute 
opensearch --alert-rule<rule-name>

Note: To list all the alert-rule use 'cm monitoring alerting 
status'. This will list the rule and show the enabled 
notifications for each rule.

CONFIDENTIAL | AUTHORIZED 28

ROUTING - OPENSEARCH

For more info:
# cm monitoring alerting unroute opensearch –h
# cm monitoring alerting route opensearch –h
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• Enabled Unified Alerting setup – with custom 
scenarios rules defined by Argonne/Intel.

• CLI reporting – Live Alerts
• Live Alerts dashboard
• Email notification:

• Alerts are grouped by group name.
• Email routing has been enabled per group 

wise and also severity wise.
• Better templating of alerts in email for 

improved reporting.
• Alerts persistence:

• Argonne wants to view the history/trend of 
alerts based on severity/metrics/hosts.

• Grafana dashboards are available to visualize 
the history of alerts with filter options.
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ALERTING DEPLOYMENT – AURORA STORY ( HPCM 1.10)
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CONT..
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DASHBOARDS



1. Understand the scenario on which you want to get alerted

 I want to get alerted when the cooling device temperature crosses certain threshold.

2. Identify the data source – OpenSearch / Timescale ( Monitoring Guide can help here)

 Since, this is telemetry data the data is available in Timescale DB and we must use Grafana 
alerting.
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LET’S SEE CUSTOM ALERT RULE - GRAFANA ALERTING….



3. Understand the data format:
 Metric category
 Metric name
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LET’S SEE GRAFANA ALERTING (CONT..)

4. Define the alerting condition.

Raise critical alert if the temperature reading falls below 25 degree.



5.  Refer to the  given SAMPLE rule file to write the rule YAML file (includes 3 sections: General/Input, 
Query, trigger conditions)
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LET’S SEE GRAFANA ALERTING (CONT..)
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GRAFANA CUSTOM RULE (YML)
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CONT..
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CONT..
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CONT..
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GRAFANA CUSTOM RULE (YML)
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GRAFANA CUSTOM RULE (YML)
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CONT..
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CONT..



6. Validate the written rule YAML file and enable it via CLI
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LET’S SEE GRAFANA ALERTING (CONT..)

If the rule must be disabled:



1. Understand the scenario on which you want to get alerted
2. Identify the data source – OpenSearch / Timescale ( Monitoring Guide can help here)
3. Understand the data format:

 Incase of OpenSearch DB - fields and the corresponding values.
 Incase of Timescale DB – metric category and metric name.

4. Define the alerting condition based on the fields and values/ metric.
5. Refer to the  given SAMPLE rule file to write the rule YAML file (includes 3 sections: General/Input, 

Query, trigger conditions)
6. Validate the written rule YAML file and enable it via CLI
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CUSTOM RULE PREPARATION : REVISION



1. Understand the scenario on which you want to get alerted
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CUSTOM RULE – PROCEDURE - OPENSEARCH



• Let's consider this example …

• I wanted to get alerted on the Slingshot switch critical health events.

– Of course, I would be enabling the Slingshot telemetry and monitoring before hand so that data would be available in OpenSearch and 
Timescale Databases respectively. 
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1. UNDERSTAND THE SCENARIO ON WHICH YOU WANT TO GET ALERTED



2. Identify the data source – OpenSearch / Timescale ( Monitoring Guide can help here)
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CUSTOM RULE – PROCEDURE (CONT..)



As per Monitoring guide, Telemetry is being stored into Timescale and events/logs is being stored 
into OpenSearch Databases respectively.

Since, Slingshot Switch health data are events based, we should be checking from OpenSearch DB.
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2. IDENTIFYING THE DATA SOURCE



3. Understand the data format – fields and the values.
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CUSTOM RULE – PROCEDURE (CONT..)
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3. DATA FORMAT

# curl -XGET 'http://admin:9200/slingshot_crayfabrichealth-
2024.03.22/_search?&pretty' -H 'Content-Type: 
application/json'



4. Define the alerting condition based on the fields and values.
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CUSTOM RULE – PROCEDURE (CONT..)
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4. ALERTING CONDITION AND FIELDS

# curl -XGET 'http://admin:9200/slingshot_crayfabrichealth-
2024.03.22/_search?&pretty' -H 'Content-Type: 
application/json'

fields.Value holds the event message
Fields.PhysicalSubContext holds the severity

Information needed on alert message:
• fields.Location
• fields.PhysicalContext
• fields.Value
• fields.PhysicalSubContext



5. Refer to the  given SAMPLE rule file to write the rule YAML file (includes 3 sections: General/Input, 
Query, trigger conditions)
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CUSTOM RULE – PROCEDURE (CONT..)
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5. OPENSEARCH – CUSTOM RULE (YAML)

OpenSearch Monitor Information:
• specify the name for the monitoring alert rule
• choose a monitoring type (per query monitor/per bucket 
monitor)
• set 'enabled' to true to enable the alert rule by default
• use the 'schedule' field to determine how frequently the 
monitoring rule should run.
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CONT..
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CONT..

OpenSearch Query Information: 
• Specify a list of index names from which to query the data. 
• Set the query size (default is 0)
• query period to retrieve the data
• Then compose the DSL query. 
• Use aggregation(term/average) to group the data and assign a 

name to the aggregation.
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CONT..
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CONT..

Trigger Information: 
• Define unique trigger names with 

severity (1-5). 
• In conditions, set 'bucket_path' for 

bucket variables and 
'parent_bucket_path' for 
aggregations. 

• Use Painless in the script for 
complex rules. Under actions, set 
notification channel and alert 
template. 

• For bucket-level monitors, choose 
action frequency (per_alert | 
per_execution).
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CONT..



6. Validate the written rule YAML file and enable it via CLI
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CUSTOM RULE - PROCEDURE
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6. VALIDATE AND ENABLE RULE - OPENSEARCH 

If the rule must be disabled:



NEXT STEPS
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Integration into CSM 1.6 (SMA 1.10) and 
future Sys Management monitoring 
solutions

( Note: available in HPCM since 1.10)

Further addition of hardware (PDU, etc.) and software components into alerting. 

Improvements on reporting and visualization

Additional features for the customer to integrate custom/own plugin for alerting 
system

Plugin support for the system admin to take subsequent automated corrective 
actions based on Alerts.



raghul-vasudevan@hpe.com (myself)
ambresh.gupta@hpe.com
sinchana.karnik@hpe.com
jeff.hanson@hpe.com
piyali.hazra@hpe.com

THANK YOU
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BACKUP
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OPENSEARCH ALERTING

Alerting plugin in OpenSearch Dashboards to 
monitor our data and create alert notifications 
that trigger when conditions occur in one or 
more indexes.

• Key Components: 
• Monitor – Query, condition
• Trigger condition
• Action – labels, annotations, 

channels/contact points

CUG’24 - © COPYRIGHT 2024 HEWLETT PACKARD ENTERPRISE 65

RULE ENGINES - OVERVIEW 

Alertmanager, Kafka, 
custom webhook, .. etc



GRAFANA ALERTING

• Key Components: 
• Alert rules – query, expression, condition
• Labels/Annotations
• Notification policy
• Contact points
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RULE ENGINES - OVERVIEW 



AN OVERVIEW OF HOW ALERTMANAGER WORKS :

üA service (and software) in charge of collecting, de-
duplicating and sending notifications for alerts. 

üPart of the Prometheus ecosystem and therefore 
Prometheus itself has native support to act as 
Alertmanager client.

üHandles alerts sent by client applications such as the 
Prometheus server, Grafana Alerting, OpenSearch 
Alerting.

üTakes care of deduplicating, grouping, and routing them 
to the correct receiver

üHelps in routing these alerts to the correct receiver 
integration such as email, kafka, Slack.

CUG’24 - © COPYRIGHT 2024 HEWLETT PACKARD ENTERPRISE 67

ALERTMANAGER


